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Abstract

We present a geometric construction of cross sections for the geodesic flow on
a huge class of good orbifolds with the hyperbolic plane as covering manifold.
Further we realize first steps towards a generalization to other locally symmetric
good orbifolds of rank one.

In the first part of this thesis we consider an arbitrary rank one Riemannian
symmetric space D of noncompact type and a group Γ of isometries of D. Under
weak requirements on Γ we prove the existence of isometric fundamental regions.

In the second part we specialize to orbifolds of the form Γ\H where H is the
hyperbolic plane and Γ is a geometrically finite subgroup of PSL(2,R). Further
we require that ∞ is a cuspidal point of Γ and that Γ satisfies an additional weak
(and easy to check) condition concerning the structure of the set of isometric
spheres of Γ. We construct cross sections for the geodesic flow on Γ\H for which
the associated discrete dynamical systems are conjugate to discrete dynamical
systems on the finite part R of the geodesic boundary of H. The isometric
fundamental regions from the first part play a crucial rôle in this construction.
The boundary discrete dynamical systems are of continued fraction type. In
turn, the transfer operators produced from them have a particularly simple
structure.

For each of these cross sections there is a natural labeling in terms of certain
elements of Γ. The arising coding sequences of unit tangent vectors belonging
to the cross section can be reconstructed from the endpoints of the associated
geodesics. In some situations, the arising symbolic dynamics has a generating
function for its future part. In this case, the generating function is also of
continued fraction type.
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Zusammenfassung

Wir stellen eine geometrische Konstruktion von Poincaré-Schnitten für den
geodätischen Fluss auf einer großen Klasse von guten Orbifolds, deren Über-
deckungsmannigfaltigkeit die hyperbolische Ebene ist, vor. Des Weiteren führen
wir erste Schritte bzgl. einer Verallgemeinerung dieser Konstruktion auf andere
lokalsymmetrische gute Orbifolds vom Rang 1 durch.

Im ersten Teil dieser Dissertation betrachten wir einen beliebigen riemannschen
symmetrischen Raum D nichtkompakten Typs vom Rang 1 und eine Gruppe Γ
von Isometrien auf D. Wir beweisen die Existenz isometrischer Fundamentalbe-
reiche für Γ in D unter der Voraussetzung, dass Γ einige schwache Bedingungen
erfüllt.

Im zweiten Teil beschränken wir uns auf die Betrachtung von Orbifolds der
Form Γ\H, wobei H die hyperbolische Ebene und Γ eine geometrisch-endliche
Untergruppe von PSL(2,R) ist. Weiterhin fordern wir, dass ∞ ein Spitzenpunkt
von Γ ist und dass Γ eine schwache (und einfach zu überprüfende) Bedingung
erfüllt, die die Struktur der Menge der isometrischen Sphären von Γ betrifft.
Wir konstruieren Poincaré-Schnitte für den geodätischen Fluss auf Γ\H, deren
assoziierte diskrete dynamische Systeme zu diskreten dynamischen Systemen
auf dem endlichen Anteil R des geodätischen Randes von H konjugiert sind.
Die isometrischen Fundamentalbereiche aus dem ersten Teil haben eine tragen-
de Rolle in dieser Konstruktion. Die diskreten dynamischen Systeme auf dem
Rand sind verallgemeinerte Kettenbruchabbildungen. Daher haben die zu ihnen
gebildeten Transferoperatoren eine besonders einfache Struktur.

Jeder dieser Poincaré-Schnitte läßt eine natürliche Markierung mit Hilfe gewisser
Elemente aus Γ zu. Die auftretenden Kodierungssequenzen der Einheitstangen-
tialvektoren im Poincaré-Schnitt können aus den Endpunkten der zugeordneten
Geodäten zurückgewonnen werden. In manchen Situationen besitzt die so kon-
struierte symbolische Dynamik eine erzeugende Funktion für ihren Zukunftsteil.
In diesem Fall ist die erzeugende Funktion ebenfalls eine verallgemeinerte Ket-
tenbruchabbildung.
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Introduction

Symbolic dynamics is the subfield of dynamical systems which is concerned with
the construction and investigation of discretizations in space and time and sym-
bolic representations of flows on locally symmetric spaces, or more generally,
on orbifolds, and conversely, with finding a geometric interpretation of a given
discrete dynamical system. The idea of symbolic dynamics goes back to work
of Hadamard [Had98] in 1898. In the following fourty years, this idea was de-
veloped by Artin [Art24], Martin [Mar34], Myrberg [Myr31], Nielsen [Nie27],
Robbins [Rob37], Morse and Hedlund [MH38] (among others). Since then sym-
bolic dynamics evolved into a rapidly growing field with manifold influence and
applications to other fields in mathematics as well as to physics, computer sci-
ence and engineering.

A relatively recent relation between classical and quantum physics is provided
by the combination of the work of Series [Ser85], Mayer [May91], and Lewis
and Zagier [LZ01], which we will describe in the following. Suppose that H
denotes the hyperbolic plane and consider the geodesic flow on the modular sur-
face PSL(2,Z)\H. Series [Ser85] geometrically constructed an amazingly simple
cross section1 for this flow. Its associated discrete dynamical system is naturally
related to a symbolic dynamics on R. The Gauß map is a generating function
for the future part of this symbolic dynamics. In [May91], Mayer investigated
the transfer operator2 Lβ with parameter β of the Gauß map. His work and that
of Lewis and Zagier [LZ01] have shown that there is an isomorphism between
the space of Maass cusp forms for PSL(2,Z) with eigenvalue β(1 − β) and the
space of real-analytic eigenfunctions of Lβ that have eigenvalue ±1 and satisfy
certain growth conditions. A major step in the proof of this isomorphism is to
show that these eigenfunctions of Lβ satisfy the Lewis equation

f(x) = f(x+ 1) + (x+ 1)−2βf
(

x
x+1

)
,

more precisely, that they are period functions. Then Lewis and Zagier establish
an (explicit) isomorphism between the space of Maass cusp forms and the space
of period functions. In the language of quantum physics, Maass cusp forms are
eigenstates of the Schrödinger operator for a free particle moving on the modular
surface.

To date, a complete generalization of the Lewis-Zagier isomorphism could only
be achieved for finite index subgroups of the modular group (see [DH07]). Chang
provides symbolic dynamics for these groups and discusses the arising transfer
operators in his dissertation [Cha04] (see also [CM01]). The symbolic dynamics

1The concepts from symbolic dynamics are explained in Sec. 5.
2The notion of transfer operator is introduced in Sec. 7.
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Introduction

for such a subgroup of PSL(2,Z) is given as a covering of the symbolic dynamics
for PSL(2,Z). It seems reasonable to expect that there is an isomorphism, as
in the case of the modular group, between certain spaces of eigenfunctions of
the transfer operator in [Cha04] and certain spaces of solutions of the functional
equation used in [DH07].

A striking feature of the cross section in these examples is that the arising dis-
crete dynamical system not only has a very simple structure but is also naturally
conjugate to a discrete dynamical system of continued fraction type on the finite
part R of the geodesic boundary of H. In other words, the discrete dynamical
system on the boundary is locally given by the action of certain elements of
PSL(2,Z) resp. the finite index subgroup. The existing examples suggest that,
in order to achieve an extension of this kind of relation between the geodesic flow
on the orbifold Γ\H and Maass cusp forms for Γ for a wider class of subgroups
Γ of PSL(2,R), a cross section for the geodesic flow has to be constructed in a
geometric way, and its associated discrete dynamical system has to be conju-
gate to a discrete dynamical system of continued fraction type on parts of the
boundary of H.

It turns out that both existing methods for the construction of cross sections
and symbolic dynamics for the geodesic flow on the orbifold Γ\H are not well
adapted for this task. The geometric coding consists in choosing a fundamental
domain for Γ in H with side pairing and taking the sequences of sides cut by a
geodesic as coding sequences. The cross section is a set of unit tangent vectors
based at the boundary of the fundamental domain, more precisely, based at the
image of this boundary under the canonical projection π : H → Γ\H. In general,
it is very difficult, if not impossible, to find a conjugate dynamical system on the
geodesic boundary of H. In contrast, the arithmetic coding starts with a discrete
dynamical system or symbolic dynamics related to Γ on parts of the boundary
of H and asks for a cross section of the geodesic flow on Γ\H that reproduces
this system. Usually, writing down such a cross section is a non-trivial task. For
an arbitrary discrete dynamical system (even if of continued fraction type), the
symbolic dynamics does not reflect the geometry of the geodesic flow. Moreover,
arithmetic coding is a group-by-group analysis and not a uniform method. A
good overview of geometric and arithmetic coding is the survey article [KU07].

In this thesis we develop a method for the construction of cross sections which
do satisfy the demands mentioned above. This method can be applied to a
large class of subgroups Γ of PSL(2,R) acting on H. More precisely, Γ has to
be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal point
and which satisfies an additional condition concerning the structure of the set
of isometric spheres of Γ. The cusps of Γ, in particular the cusp π(∞), play a
particular rôle, for which reason we call our method “cusp expansion”.

The starting point of this method is the set of isometric spheres of Γ, more
precisely, a subset of “relevant” isometric spheres. Once one knows the relevant
isometric spheres of Γ, each step in the construction is constructive and consists
of a finite number of elementary operations. The cross section has a natural
labeling by the elements of a certain finite set L of Γ. The discrete dynamical

2



system associated to the cross section is conjugate to a discrete dynamical system
on a subset of R × R. The boundary discrete dynamical system is locally given
by the action of the elements of L, and hence directly related to the symbolic
dynamics arising from the natural labeling. In turn, the coding sequence of a
geodesic on Γ\H (more precisely, of a unit tangent vector in Γ\SH) can be
reconstructed from the endpoints of a corresponding geodesic on H without
reconstructing this geodesic. Further, the transfer operator of the boundary
discrete dynamical system is of a particularly simple structure: it is a finite sum
of a certain action of the elements of L. The method is uniform for all admissible
groups Γ. Some steps in the construction involve choices. To some extent these
choices allow to control properties of the symbolic dynamics and the transfer
operator.

If Γ is the modular group PSL(2,Z), then the arising transfer operator, more
precisely its future part, is the two-term operator

Lβf(x) = f(x+ 1) + (x+ 1)−2βf
(

x
x+1

)

and therefore the functional equation

f(x) = Lβf(x)

is exactly the one used by Lewis and Zagier in their proof of the isomorphism
between the space of Maass cusp forms for PSL(2,Z) and the space of period
functions. A more detailed description of cusp expansion is given in the intro-
duction to Part II, the case of the modular group is worked out in Sec. 8. The
method of cusp expansion for a simple class of sample groups is published in
[HP08].

It is desirable to generalize the method of cusp expansion to other classes of
locally symmetric good orbifolds of rank one and noncompact type. These are
orbifolds of the form Γ\D, where D is a rank one Riemannian symmetric space
of noncompact type and Γ is a subgroup of Isom(D). We will realize the first
steps towards this generalization. In the series [CDKR91], [CDKR98], [KR05],
[KR], Cowling, Dooley, Korányi and Ricci resp. Korányi and Ricci provide a
classification-free construction of all rank one Riemannian symmetric spaces of
noncompact type. Using their work we will provide a uniform definition of the
notion of isometric spheres, which essentially subsumes the existing definitions
in literature for real, complex and quaternionic hyperbolic spaces and extends
it to the Cayley plane. Moreover, we prove the existence of so-called isometric
fundamental regions for subgroups Γ of Isom(D) which satisfy some (weak)
conditions.

This thesis is structured as follows: Part I is concerned with the existence of
isometric fundamental regions for certain subgroups Γ of Isom(D), where D
is a rank one Riemannian symmetric space of noncompact type. As already
mentioned, we will not make use of the classification of these spaces. Therefore,
in Sec. 1, we summarize the classification-free constructions from [CDKR91],
[CDKR98], and [KR05], [KR]. The proof of the existence of isometric spheres
as well as the uniform definitions of isometric spheres and Cygan metric is

3



Introduction

the content of Sec. 2. Sec. 3 discusses the relation to existing definitions and
results in literature. In Part II we specialize to D being the two-dimensional
real hyperbolic space H and the geodesic flow on good orbifolds Γ\H for a wide
class of subgroups Γ of the group of orientation-preserving isometries of H. In
Sec. 5 we introduce the necessary notions and concepts from symbolic dynamics.
The cusp expansion method for the construction of cross sections and symbolic
dynamics is carefully expounded in Sec. 6. Sec. 7 briefly treats the transfer
operators associated to the arising symbolic dynamics. Finally, in Sec. 8 we
review the cross section constructed by Series and show how it is related to our
construction.

A guide for the reader

This document need not be read in strict linear order. Its most important
section is Sec. 6 in Part II. If one is willing to accept Thm. 2.3.4 and the
characterization of isometric spheres in Prop. 3.3.4 and Lemma 3.5.2, one can
read Part II independently from Part I. Moreover, Sec. 3.2 mainly serves the
purpose to compare Thm. 2.3.4 to already existing results in literature. Only the
statements of Prop. 3.3.4 and Lemma 3.5.2 are needed in Part II. To simplify
non-linear reading, there are comprehensive lists of notations and terminology
at the end of this document.
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A Riemannian manifold D is called homogeneous if its group Isom(D) of (Rie-
mannian) isometries acts transitively on D. A Riemannian symmetric space is a
connected, homogeneous Riemannian manifold which has an involutive isometry
with at least one isolated fixed point. In the following we give some background
on Riemannian symmetric spaces and their connection to Lie groups. The ma-
terial is taken from [Hel01] and [Ebe96].

Each Riemannian symmetric space D decomposes uniquely into a direct product
of Riemannian symmetric spaces (the de Rham decomposition)

D = Rn ×D1,1 × · · · ×D1,k ×D2,1 × · · · ×D2,l

where n ∈ N0 is maximal, the spaces Di,j are irreducible (that is, they are not
themselves non-trivial Riemannian direct products), each D1,j has nonnegative
sectional curvature and each D2,j has nonpositive sectional curvature. The
component Rn is called the flat factor of D, the spaces D1,j are the noncompact
factors and the spaces D2,j are the compact factors of D. The space D is said to
be of noncompact type if its de Rham decomposition only contains noncompact
factors.

The rank of the Riemannian symmetric space D is the maximal number r ∈ N
such that D contains an r-dimensional connected, totally geodesic, flat sub-
manifold. We will be interested in rank one Riemannian symmetric spaces of
noncompact type.

Riemannian symmetric spaces can be identified with quotients of connected Lie
groups by certain closed subgroups. This we explain in the following.

Suppose that D is a Riemannian symmetric space and endow G := Isom(D)
with the compact-open topology. Then there is a unique differential structure
on G compatible with the given topology such that G becomes a Lie group. Let
p be any point in D. If G0 denotes the connected component of the identity
element in G and if K is the subgroup of G0 which stabilizes p, then K is a
compact subgroup of G0 and G0/K is isometric to D.

Conversely suppose that G0 is a connected Lie group and that K is a closed
subgroup of G0 such that (G0,K) is a Riemannian symmetric pair, i. e., the
group AdG0(K) is compact and there exists an involutive smooth automorphism
σ of G0 such that

(
Kσ

)
0
⊆ K ⊆ Kσ, where Kσ is the set of fixed points of σ

in G0. Then there is a Riemannian metric on G0/K such that G0/K is a
Riemannian symmetric space.

É. Cartan, in his magnificent work on Lie groups and symmetric spaces, ob-
tained a complete classification of all Riemannian symmetric spaces by listing
all Riemannian symmetric pairs. According to Cartan’s classification, there are
only four types of rank one Riemannian symmetric spaces of noncompact type,
namely the hyperbolic spaces over the real numbers, over the complex numbers,
and over the quaternions, and one exceptional space, often considered to be
the two-dimensional hyperbolic space over the Cayley numbers. The classical
geometric construction of these spaces is based on the classification. The first
three types are easily constructed and handled together (see, e. g., [CG74]). The

7



classical (explicit) construction of the exceptional space is much more involved
(see, e. g., [Mos73]) due to the non-associativity of the Cayley numbers.

Despite the fact that these spaces are well known and widely studied, a classifica-
tion-free construction has been provided only recently by Cowling, Dooley,
Korányi and Ricci resp. Korányi and Ricci in [CDKR91] and [CDKR98] resp.
in [KR05] and [KR]. Both constructions are amazingly easy to work with. The
approach in [CDKR91] and [CDKR98] constructs the spaces from so-called H-
type algebras with J2-condition. The H-type algebras are intimately connected
with the restricted root space decomposition of the Lie algebra of the isome-
try group of the constructed symmetric space. The construction in [KR05] and
[KR] reflects the geometric side of the spaces. Its basic objects are so-called
J2C-module structures. However, there is a bijection between H-type alge-
bras with J2-condition and J2C-module structures, which means that one can
translate effortless insights and advantages from one construction to the other.

In Sec. 1 we present these two constructions of rank one Riemannian symmetric
spaces of noncompact type, show how to change between them and discuss their
isometry groups. The material of this section is mainly contained in the articles
[CDKR91], [CDKR98], [KR05] and [KR]. In Sec. 2 we prove, in a uniform way,
the existence of isometric fundamental regions for groups of isometries which
satisfy some weak properties. The component “isometric” in the naming of
isometric fundamental regions derives from one of its building blocks, namely
the common exterior of the so-called isometric spheres of Γ. In our definition,
an isometric sphere is a certain sphere w.r.t. Cygan metric.

For real, complex and quaternionic hyperbolic spaces, there already exist sev-
eral (different) definitions of isometric spheres in the literature. Moreover, for
certain subgroups of the isometry group of real and complex hyperbolic spaces,
the existence of isometric fundamental regions is already known. In Sec. 3
we will investigate which definitions of isometric spheres are subsumed by our
uniform one, and we show that the known isometric fundamental regions are
special cases of Theorem 2.3.4. The name “isometric sphere” (more precisely,
“isometric circle”) goes back to a suggestion of Whittaker (see [For72, Preface]).
It is motivated by the fact that the isometric spheres of an isometry g of real
hyperbolic space is the set on which g acts as a Euclidean isometry. The first
investigation of the existence of isometric fundamental regions goes back to Ford
in [For72]. Therefore, isometric fundamental regions are sometimes called Ford
fundamental regions in the literature.

Throughout we will use the following notation. If T is a topological space and U
a subset of T , then the closure of U is denoted by U or cl(U) and its boundary
is denoted by ∂U . Moreover, we write U◦ for the interior of U . The complement
of U in T is denoted by ∁U or TrU .

For two arbitrary sets A and B, the complement of B in A is written as ArB.
If ∼ is an equivalence relation on A, then A/∼ denotes the set of equivalence
classes. Likewise, if Γ a group acting on A, then we write A/Γ for the space of
right cosets.

8



1. Classification-free constructions

In this section we briefly expound the two classification-free constructions from
[CDKR91] and [CDKR98] resp. [KR05] and [KR] of rank one Riemannian sym-
metric spaces of noncompact type.

In Sec. 1.1 we introduce the notion of H-type algebras, the J2-condition and
the definition of isomorphisms between H-type algebras. H-type algebras are
special Euclidean Lie algebras, for which reason we discuss the relation between
isomorphisms of H-type algebras and isomorphisms of H-type algebras consid-
ered only as Euclidean Lie algebras. It will turn out that these notions only
differ for so-called degenerate H-type algebras. Sec. 1.2 is devoted to the notion
of C-module structures, the J2-condition in this context and the definition of
isomorphisms between C-module structures. In Sec. 1.3 we establish the iso-
morphism between the categories of H-type algebras and C-module structures.
The classification-free construction of rank one Riemannian symmetric spaces
of noncompact type is the content of Sec. 1.4. From an H-type algebra with
J2-condition we construct the model D, which is essentially the Siegel domain
model. The most natural model arising from a J2C-module structure is the
ball model B. Using the bijection between H-type algebras with J2-condition
and J2C-module structures from Sec. 1.3, we show that the (generalized) Cay-
ley transform provides an isometry between these models. Sec. 1.6 is spend on
the discussion of the isometry group and its Bruhat decomposition. Our main
focus lies on explicit formulas for the action of group elements on the symmet-
ric space and its geodesic boundary in the language of H-type algebras and in
that of J2C-module structures. To that end we introduce in Sec. 1.5 a map
β2 : V × V → C for a J2C-module structure (C, V, J), which will be seen to be
closely related to the inner product and the Lie bracket on V .

All omitted proofs can be found in [CDKR91] or [CDKR98] for statements in the
language of H-type algebras, and in [KR05] or [KR] for those in the language of
J2C-modules. As long as no confusion can arise, each inner product is denoted
by 〈·, ·〉 and its associated norm by | · |.

1.1. H-type algebras and the J2-condition

A vector space is called Euclidean if it is a finite-dimensional real vector space
endowed with an inner product. A Lie algebra is called Euclidean if, in addition
to being a Lie algebra, it is a Euclidean vector space. For a vector space v

let Endvs(v) denote the group and vector space of endomorphisms of v. If v

carries additional structures, then the elements of Endvs(v) are not required
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1. Classification-free constructions

to be compatible with these structures. In particular, if v is Euclidean, then
ϕ ∈ Endvs(v) need not be orthogonal.

Definition 1.1.1. Let n be a Euclidean Lie algebra. Then n is said to be an
H-type algebra if

(H1) there are two subvector spaces v, z of n (each of which may be trivial)
such that

[n, z] = {0}, [n, n] ⊆ z,

and n is the orthogonal direct sum of z and v,

(H2) for all X ∈ v, all Z ∈ z we have

|J(Z)X| = |Z| · |X|

where J : z → Endvs(v) is the R-linear map defined by

〈J(Z)X,Y 〉 = 〈Z, [X,Y ]〉

for all X,Y ∈ v, all Z ∈ z. The map J is well-defined and unique by Riesz’
Representation Theorem (or its finite-dimensional counterpart).

Alternatively to (H1), one can require that the Euclidean Lie algebra n has an
orthogonal decomposition into subvector spaces v, z such that [v, v] ⊆ z and
[v, z] = [z, z] = {0}. If (H1) holds, then n is either abelian or two-step nilpotent.
In the first case we call n degenerate, in the second non-degenerate.

The construction of a symmetric space from an H-type algebra n (with J2-
condition) depends on the choice of z and v in the decomposition z ⊕ v of n.
We call (z, v) an ordered decomposition of n. The following lemma shows that
the ordered decomposition is unique unless n is non-trivial and abelian (which
precisely is the reason for calling abelian H-type algebras degenerate). It will
turn out that both possible ordered decompositions of a non-degenerate abelian
H-type algebra give rise to the same symmetric space, but in different models.
Nevertheless, this non-uniqueness calls for a careful notion of isomorphisms of
H-type algebras, which we will discuss after the lemma.

We denote the center of a Lie algebra g by Z(g).

Lemma 1.1.2. Let n be an H-type algebra. If n is non-abelian or n = {0},
then the ordered decomposition (z, v) of n is unique. In this case, we have z =
Z(n) and v = Z(n)⊥. If n is abelian and n 6= {0}, then there are two ordered
decompositions of n, namely (z, v) = (Z(n), {0}) = (n, {0}) and (z, v) = ({0}, n).

Proof. Suppose that (z, v) is an ordered decomposition of n. Then v is uniquely
determined by z, namely v = z⊥. Since [z, z] = {0}, we know that z is a subvector
space of Z(n) (even a subalgebra). If z = {0}, then [n, n] ⊆ z = {0}. In this
case, n is abelian and (z, v) = ({0}, n).

10



1.1. H-type algebras and the J2-condition

Suppose now that z 6= {0}. We have to prove that z = Z(n). For contradiction
assume that z 6= Z(n), hence that dim z < dimZ(n). Then there is a non-trivial
element X ∈ v ∩ Z(n). Fix some Z ∈ z, Z 6= 0. For all Y ∈ v it follows that

〈J(Z)X,Y 〉 = 〈Z, [X,Y ]〉 = 0,

thus J(Z)X = 0. But then

|J(Z)X| = 0 6= |Z| · |X|,

which is a contradiction to (H2). Therefore, z = Z(n).

This shows that for non-abelian n or for n = {0}, the pair (z, v) = (Z(n), Z(n)⊥)
is the only candidate for an ordered decomposition of n. Because there is an
ordered decomposition of n by hypothesis, (Z(n), Z(n)⊥) is indeed an ordered
decomposition of n. For abelian n, n 6= {0}, we have the two candidates ({0}, n)
and (n, {0}), which clearly satisfy (H1) and (H2).

Let n be a non-trivial abelian H-type algebra. Then n admits the two ordered
decompositions (n, {0}) and ({0}, n). The isomorphism idn of n as a Euclidean
Lie algebra does not respect these decompositions. In Sec. 1.3 we will see that
preserving the decompositions is essential for the bijection between H-type alge-
bras and C-module structures. Therefore, from now on, we will always consider
an H-type algebra n as being equipped with a (fixed) ordered decomposition
and denote it by n = (z, v, J) or, briefly, by (z, v, J). Although the map J is
determined by z and v, we keep it in the triple to fix a notation for it.

Definition 1.1.3. Let nj = (zj, vj , Jj), j = 1, 2, be H-type algebras. An
isomorphism from n1 to n2 is a pair (ϕ,ψ) of isomorphisms of Euclidean vector
spaces ϕ : z1 → z2 and ψ : v1 → v2 such that the diagram

z1 × v1
J1 //

ϕ×ψ
��

v1

ψ

��
z2 × v2

J2 // v2

commutes.

The following lemma shows that isomorphism of H-type algebras is a refined
notion of isomorphism of Euclidean Lie algebras.

Lemma 1.1.4. Let nj = (zj , vj, Jj), j = 1, 2, be H-type algebras and suppose
that (ϕ,ψ) : n1 → n2 is an isomorphism. Then ϕ × ψ : z1 ⊕ v1 → z2 ⊕ v2 is an
isomorphism of Euclidean Lie algebras.

Proof. For all Z ∈ z2 and all X,Y ∈ v1 we have

〈
Z, [ψ(X), ψ(Y )]

〉
=
〈
J2(Z)(ψ(X)), ψ(Y )

〉
=
〈
ψ
(
J1(ϕ

−1(Z))X
)
, ψ(Y )

〉

=
〈
J1(ϕ

−1(Z))X,Y
〉

=
〈
ϕ−1(Z), [X,Y ]

〉

=
〈
Z,ϕ([X,Y ])

〉
.

11



1. Classification-free constructions

Since 〈·, ·〉|z2×z2 is non-degenerate, we have ϕ([X,Y ]) = [ψ(X), ψ(Y )]. Define
χ := ϕ× ψ and let Z1, Z2 ∈ z1, X1,X2 ∈ v1. Then

[Z1 +X1, Z2 +X2] = [X1,X2]

and

[χ(Z1 +X1), χ(Z2 +X2)] = [ϕ(Z1) + ψ(X1), ϕ(Z2) + ψ(X2)]

= [ψ(X1), ψ(X2)] = ϕ([X1,X2])

= χ([Z1 +X1, Z2 +X2]).

Since χ is clearly an isomorphism of Euclidean vector spaces, this completes the
proof.

Remark 1.1.5. Suppose that n1, n2 are non-degenerate H-type algebras and let
χ : n1 → n2 be an isomorphism between n1 and n2 as Euclidean Lie algebras.
Then χ(Z(n1)) = Z(n2). Hence Lemma 1.1.2 implies that χ is an isomorphism
of H-type algebras. In turn, Lemma 1.1.4 shows that the isomorphisms between
n1 and n2 as H-type algebras coincide with the isomorphisms between n1 and
n2 as Euclidean Lie algebras.

For an H-type algebra (z, v, J) we often write JZX instead of J(Z)X and we
use the notation Jz for the set {JZ | Z ∈ z}.

Definition 1.1.6. An H-type algebra n = (z, v, J) is said to satisfy the J2-
condition if

∀X ∈ v ∀Z1, Z2 ∈ z :
(
〈Z1, Z2〉 = 0 ⇒ ∃Z3 ∈ z : JZ1JZ2X = JZ3X

)
. (H3)

If n is abelian, then (H3) is trivially satisfied.

1.2. C-module structures and the J2-condition

Definition 1.2.1. A C-module structure is a triple (C, V, J) consisting of two
Euclidean vector spaces C and V and an R-bilinear map J : C×V → V satisfying
the following properties:

(M1) there exists e ∈ Cr{0} such that J(e, v) = v for all v ∈ V ,

(M2) for all ζ ∈ C and all v ∈ V we have |J(ζ, v)| = |ζ||v|.

The cases where V = {0} or C = Re are not excluded, we refer to these as
degenerate. If V 6= {0} and C 6= Re, then the C-module structure (C, V, J) is
called non-degenerate. For brevity, a C-module structure (C, V, J) is sometimes
called a C-module structure1 on V .

1The “C” is “C-module structure” or in “C-module structure on V ” does not refer to the
Euclidean space C in the triple (C, V, J). Hence, if (C′, V, J ′) satisfies (M1) and (M2), then
it is still called a C-module structure on V .
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1.2. C-module structures and the J2-condition

Lemma 1.2.2. Let (C, V, J) be a C-module structure. If V 6= {0}, then the
element e in (M1) is uniquely determined and of unit length.

Proof. Let v ∈ Vr{0} and suppose that e, e′ ∈ Cr{0} satisfy J(e, v) = J(e′, v).
Using (M2) we get

0 = |J(e, v) − J(e′, v)| = |J(e− e′, v)| = |e− e′||v|,
hence |e − e′| = 0 and therefore e = e′. Further |v| = |J(e, v)| = |e||v|, and so
|e| = 1.

Similar to the situation with H-type algebras, the construction of a symmetric
space from a C-module structure (satisfying the J2-condition) depends on the
choice of e in (M1) and uses |e| = 1. If (C, V, J) is a C-module structure
with V = {0}, then J vanishes everywhere. Thus every element a ∈ Cr{0}
satisfies J(a, ·) = idV . In this case, we endow C with a distinguished vector
e of unit length and fix it (sometimes) in the notation as (C, e, V, J). The in-
fluence of the particular choice of e on the constructed symmetric space is much
weaker than that of the different ordered decompositions of degenerate H-type
algebras. In fact, the choice of e determines the orthogonal decomposition C =
Re⊕C ′ (see below). If e1, e2 are two choices for e, then there is an isomorphism
between Re1 ⊕ C ′

1 and Re2 ⊕ C ′
2 as Euclidean vector spaces which respects

the decompositions. In turn, (C, e1, V, J) and (C, e2, V, J) are isomorphic as
C-module structures (see below for the definition of isomorphism).

If (C, V, J) is a non-degenerate C-module structure, then the element e in (M1)
is unique by Lemma 1.2.2. For reasons of uniformity, also in this case, we will
often use the notation (C, e, V, J) for (C, V, J).

If (C, V, J) is a C-module structure, then we will use Jζv or ζv to abbreviate
J(ζ, v). Further, we set Cv := {ζv | ζ ∈ C} for v ∈ V .

Definition 1.2.3. A C-module structure (C, V, J) is said to satisfy the J2-
condition if

C(Cv) = Cv for all v ∈ V . (M3)

In this case, V is called2 a J2C-module and (C, V, J) a J2C-module structure.

Definition 1.2.4. Let (C1, e1, V1, J1) and (C2, e2, V2, J2) be C-module struc-
tures. An isomorphism3 from (C1, e1, V1, J1) to (C2, e2, V2, J2) is a pair (ϕ,ψ)
of isomorphisms of Euclidean vector spaces ψ : V1 → V2 and ϕ : C1 → C2 with
ϕ(e1) = e2 such that the diagram

C1 × V1
J1 //

ϕ×ψ
��

V1

ψ
��

C2 × V2
J2 // V2

2As with the “C” in “C-module structure”, the “J2” in “J2-condition” and “J2C-module”
does not refer to the map J .

3In [KR05] and [KR] the condition ϕ(e1) = e2 is omitted from the definition. However, as
discussed, this condition is needed and indeed this stronger notion of isomorphism is used
in their work.
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1. Classification-free constructions

commutes.

The following remark shows that the requirement that ϕ(e1) = e2 in Def. 1.2.4
is relevant only if one of the C-module structures is degenerate.

Remark 1.2.5. If (C1, e1, V1, J1) and (C2, e2, V2, J2) are non-degenerate C-module
structures and (ϕ,ψ) is a pair of isomorphisms of Euclidean vector spaces
ψ : V1 → V2 and ϕ : C1 → C2 such that J2 ◦ (ϕ× ψ) = ψ ◦ J1, then

J2(ϕ(e1), v) = ψ
(
J1(e1, ψ

−1(v))
)

= ψ(ψ−1(v)) = v

for each v ∈ V . The uniqueness of e2 then shows that ϕ(e1) = e2.

For a C-module structure (C, e, V, J) let C ′ := e⊥ denote the orthogonal com-
plement of Re in C. For ζ = ae+z ∈ C with a ∈ R and z ∈ C ′ we set Re ζ := a,
the real part of ζ, and Im ζ := z, the imaginary part4 of ζ, and ζ := ae− z, the
conjugate of ζ. Further we use the identification Re → R, ae 7→ a of Euclidean
vector spaces.

1.3. Bijection between H-type algebras and C-module
structures

Let n = (z, v, J) be an H-type algebra. Endow R with the standard inner
product and consider the Euclidean direct sum c := R⊕z. The map J̃ : c×v → v,
defined by

J̃(t+ Z,X) := tX + JZX

for all t + Z ∈ R ⊕ z, X ∈ v, is R-bilinear. Since 〈JZX,X〉 = 〈Z, [X,X]〉 = 0,
we further find

|J̃(t+ Z,X)|2 = |tX + JZX|2 = t2|X|2 + |JZX|2

= t2|X|2 + |Z|2|X|2 = (t2 + |Z|2)|X|2

= |t+ Z|2|X|2,

hence |J̃(t+ Z,X)| = |t+ Z||X|. Moreover, for each X ∈ v we have

J̃(1,X) = X.

Therefore, (c, v, J̃) is a C-module structure with e = 1.

The condition (H3) is easily seen to be equivalent to

J̃(c)J̃(c)X = J̃(c)X for all X ∈ v. (H3’)

Thus, (c, v, J̃) satisfies the J2-condition if and only if n does. This construction
provides an assignment of a C-module structure to each H-type algebra (with
fixed ordered decomposition).

4Note that, in contrast to the usual definition in complex analysis, if C = C and ζ = a+ib ∈ C,
then one has here Im ζ = ib.
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1.4. Construction of symmetric spaces

Vice versa, let (C, e, V, J) be a C-module structure and let [·, ·] : V ×V → C ′ be
the map defined by

〈z, [x, y]〉 = 〈J(z, x), y〉 (1.1)

for all z ∈ C′, all x, y ∈ V . Riesz’ Representation Theorem (or its finite-
dimensional counterpart) shows that [·, ·] is well-defined. We extend [·, ·] to the
Euclidean direct sum C ′ ⊕ V by

[z1 + v1, z2 + v2] := [v1, v2]

for all zj + vj ∈ C ′ ⊕ V . This map is R-bilinear. Since Jz is skew-symmetric
for each z ∈ C ′ (cf. Sec. 1.4.2), the (extended) map [·, ·] is anti-symmetric.
Moreover, [V, V ] ⊆ C ′ and [V,C ′] = [C ′, C ′] = {0} imply the Jacobi identity
for [·, ·]. Thus, C ′ ⊕ V endowed with [·, ·] is a Euclidean Lie algebra. Let
J ′ : C ′ → Endvs(V ) denote the map J ′(z)(v) = J(z, v). Then (C ′, V, J ′) is an
H-type algebra. Using the equivalence of (H3) and (H3’), we see that this
H-type algebra satisfies the J2-condition if and only if (C, V, J) does so.

Using the identification e = 1 from Sec. 1.2, the construction of a C-module
structure from an H-type algebra

(z, v, J) 7→ (R ⊕ z, 1, v, J̃)

and that of an H-type algebra from a C-module structure

(C, e, V, J) 7→ (C ′, V, J ′)

are inverse to each other. Moreover, one easily sees that these constructions
are equivariant under isomorphisms of C-module structures resp. of H-type
algebras. More precisely, if (ϕ,ψ) : (z1, v1, J1) → (z2, v2, J2) is an isomorphism
of H-type algebras, then

(id×ϕ,ψ) : (R ⊕ z1, 1, v1, J̃1) → (R ⊕ z2, 1, v2, J̃2)

is an isomorphism of C-module structures.

Conversely, if (ϕ,ψ) : (C1, e1, V1, J1) → (C2, e2, V2, J2) is an isomorphism of C-
module structures, then ϕ(C ′

1) = C ′
2 and the map

(ϕ|C′
1
, ψ) : (C ′

1, V1, J
′
1) → (C ′

2, V2, J
′
2)

is an isomorphism of H-type algebras.

1.4. Construction of symmetric spaces

1.4.1. The model D

Let n = (z, v, J) be an H-type algebra. Further let a be a one-dimensional
Euclidean Lie algebra and fix a unit vector H in a. Then a is spanned by H.
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1. Classification-free constructions

We denote by s the Euclidean direct sum Lie algebra a⊕ n = a⊕ z⊕ v with the
Lie bracket that is determined by requiring that

[H,X] = 1
2X for all X ∈ v

[H,Z] = Z for all Z ∈ z

and that equals the original Lie bracket on n, when restricted to this Lie algebra.

Let exp(s) be the connected, simply connected Lie group with Lie algebra s. We
identify the tangent space to exp(s) at the identity with s. Further we endow
exp(s) with the left-exp(s)-invariant Riemannian metric that coincides with the
inner product on s at the identity of exp(s). We parametrize exp(s) by

{
R+ × z × v → exp(s)
(t, Z,X) 7→ exp(Z +X) exp((log t)H)

and set S := R+×z×v. By requiring this parametrization to be a diffeomorphism
and an isometry, S inherits the structure of a connected, simply connected Lie
group with Riemannian metric from exp(s). The Campbell-Baker-Hausdorff
formula for n = z ⊕ v shows that the group operations on exp(s) correspond on
S to the group operations

(
t1, Z1,X1

)(
t2, Z2,X2

)
=
(
t1t2, Z1 + t1Z2 + 1

2 t
1/2
1 [X1,X2],X1 + t

1/2
1 X2

)
(1.2)

(
t, Z,X

)−1
=
(
t−1,−t−1Z,−t−1/2X

)
(1.3)

for all (tj, Zj ,Xj), (t, Z,X) ∈ S. The differential structure on S coincides with
the differential structure on the open subset R+ × z × v of some Rm. The
manifold S will be important for the definition of the Cygan metric, since it is
the symmetric space in horospherical coordinates (see Section 2.2).

Now let
D :=

{
(t, Z,X) ∈ R × z × v

∣∣ t > 1
4 |X|2

}

and consider the bijection

Θ:

{
R × z × v → R × z × v

(t, Z,X) 7→
(
t+ 1

4 |X|2, Z,X
)
.

(1.4)

Then Θ(S) = D, so that we define the structure of a Riemannian manifold on
D by requiring Θ to be an isometry. The differential structure on D is identical
to that of D being an open subset of R+ × z× v. Moreover, Θ induces a simply
transitive action of S on D by defining

s · p := Θ
(
sΘ−1(p)

)

for s ∈ S and p ∈ D. In coordinates s = (ts, Zs,Xs) and p = (tp, Zp,Xp) this
action reads

s · p =
(
tstp + 1

4 |Xs|2 + 1
2t

1/2
s 〈Xs,Xp〉, Zs + tsZp + 1

2t
1/2
s [Xs,Xp],Xs + t1/2s Xp

)
.

(1.5)
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1.4. Construction of symmetric spaces

Due to the definition of the Riemannian metric, S obviously acts by isometries.
We call o := (1, 0, 0) the base point of D. The geodesic inversion σ of D at o is
given by

σ(t, Z,X) =
1

t2 + |Z|2
(
t,−Z, (−t+ JZ)X

)

for all (t, Z,X) ∈ D. Then σ is an isometry, and hence D a symmetric space, if
and only if n satisfies the J2-condition. In this case, D has rank one and, if in
addition n is non-trivial, then D is of noncompact type.

Conversely, let D be a rank one symmetric space of noncompact type. Suppose
that g is the simple Lie algebra of the Lie group of Riemannian isometries of D.
Let ϑ be a Cartan involution of g, and let k and p be its ±1-eigenspaces. Fix a
maximal abelian subalgebra a of p and choose a vector H ∈ a which spans a.
Then the decomposition of g into restricted root spaces is

g = g−2α ⊕ g−α ⊕ (a ⊕ m) ⊕ gα ⊕ g2α,

where
gβ := {X ∈ g | [H,X] = β(H)X}

for the linear functional β : a → R and

m := {X ∈ k | [H,X] = 0}.

We suppose that H is normalized such that α(H) = 1
2 and set p := dim gα and

q := dim g2α. If we endow n := g2α ⊕ gα with the inner product

〈X,Y 〉 := − 1

p+ 4q
B(X,ϑY )

where B is the Killing form of g, then n = (g2α, gα, J) is an H-type algebra with
J2-condition. The symmetric space constructed from (g2α, gα, J) is exactly D.
This means that each rank one Riemannian symmetric space of noncompact
type arises from the construction above.

Remark 1.4.1. If n = {0}, then the constructed space D is the rank one Eu-
clidean symmetric space R.

1.4.2. The ball model B

Let (C, e, V, J) be a J2C-module structure and let W := C⊕V be the Euclidean
direct sum of C and V . Consider the unit disc

B := {w ∈W | |w| < 1}

in W and endow it with the differential structure induced from W . In the
following we will define a Riemannian metric on B with respect to which B is a
rank one Riemannian symmetric space of noncompact type if (C, V ) 6= (Re, {0}).
Polarization of the equation in (M2) shows that we have

〈ζu, ηv〉 + 〈ηu, ζv〉 = 2〈ζ, η〉〈u, v〉 (1.6)
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1. Classification-free constructions

for all ζ, η ∈ C and all u, v ∈ V . For η = e and ζ = z ∈ C ′ we get

〈Jzu, v〉 + 〈J∗
z u, v〉 = 〈Jzu, v〉 + 〈u, Jzv〉 = 2〈z, e〉〈u, v〉 = 0.

Hence J∗
z = −Jz, which shows that Jz is skew-symmetric. For ζ = a+z ∈ R⊕C ′

it follows that

J∗
ζ = J∗

a+z = J∗
a + J∗

z = Ja − Jz = Ja−z = Jζ (1.7)

and therefore, for all u, v ∈ V ,

〈JζJζu, v〉 = 1
2

(
〈Jζu, v〉 + 〈u, Jζv〉

)
= |ζ|2〈u, v〉.

Likewise

〈JζJζu, v〉 = |ζ|2〈u, v〉 = |ζ|2〈u, v〉.
Hence

JζJζ = |ζ|2 idV = JζJζ . (1.8)

Thus, if we set ζ−1 := |ζ|−2ζ for ζ ∈ Cr{0}, then we have

ζ−1(ζv) = v = ζ(ζ−1v) (1.9)

for all v ∈ V . In Sec. 3.1 we will see that, if V 6= {0}, there is a multiplication
on C such that ζ−1 is the inverse of ζ.

Definition 1.4.2. Let (ζ, v), (η, u) ∈ Wr{0}. Then (ζ, v) is called equivalent
to (η, u), denoted as (ζ, v) ∼ (η, u), if either ζ = 0 = η and u ∈ Cv, or ζ 6= 0 6= η
and ζ−1v = η−1u.

Lemma 1.4.3. The relation ∼ is an equivalence relation on Wr{0}.

Proof. Reflexivity is obvious from the definition. To show symmetry of ∼ let
(ζ, v), (η, u) ∈ W r{0} such that (ζ, v) ∼ (η, u). If ζ 6= 0 6= η, then clearly
(η, u) ∼ (ζ, v). Suppose that ζ = 0 = η. Then u ∈ Cv, say u = τv. Since
u 6= 0, we see that τ 6= 0. Equality (1.9) shows that τ−1u = τ−1(τv) = v.
Hence v ∈ Cu and therefore (η, u) ∼ (ζv). This proves symmetry. To show
transivity let (ζ1, v1), (ζ2, v2), (ζ3, v3) ∈Wr{0} such that (ζ1, v1) ∼ (ζ2, v2) and
(ζ2, v2) ∼ (ζ3, v3). Suppose first that ζ1 = 0 = ζ2. Then ζ3 = 0. Further
v1 ∈ Cv2 and v2 ∈ Cv3. Using the J2-condition we find v1 ∈ C(Cv3) = Cv3.
Thus (ζ1, v1) ∼ (ζ3, v3). Suppose now that ζ1 6= 0 6= ζ2. Then ζ3 6= 0 and
ζ−1
1 v1 = ζ−1

2 v2 = ζ−1
3 v3. Therefore (ζ1, v1) ∼ (ζ3, v3). This completes the

proof.

For an element w ∈Wr{0} let

Cw := {w′ ∈Wr{0} | w′ ∼ w} ∪ {0}

denote the equivalence class of w together with the element 0 ∈ W . Since B is
an open subset of the real vector space W , we shall identify the tangent space
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1.4. Construction of symmetric spaces

TwB to the point w ∈ B with W . The Riemannian metric w 7→ 〈·, ·〉w− on B is
defined by

〈X,Y 〉0− := 4〈X,Y 〉 on T0B

and, for w ∈ Br{0}, by

〈X,Y 〉w− :=





4 〈X,Y 〉
(1−|w|2)2 if X,Y ∈ Cw

4 〈X,Y 〉
1−|w|2 if X,Y ∈ (Cw)⊥

0 if X ∈ Cw, Y ∈ (Cw)⊥ (or vice versa).

(1.10)

1.4.3. The Cayley transform

Let n = (z, v, J) be a non-trivial H-type algebra which satisfies the J2-condition.
Further let a be a one-dimensional Euclidean Lie algebra with fixed unit vector
H. Suppose that (C, e, V, J) is the J2C-module structure associated to (z, v, J)
(see Sec. 1.3). We consider the Riemannian symmetric spaces D and B which
are constructed in Sec. 1.4.1 resp. 1.4.2.

The Cayley transform (in R × z × v-coordinates, see [CDKR98, (2.10a)])

C :

{
B → D

(t, Z,X) 7→ 1
(1−t)2+|Z|2

(
1 − t2 − |Z|2, 2Z, 2(1 − t+ JZ)X

)

is clearly a diffeomorphism from B to D. Its inverse (see [CDKR98, (2.10b)]) is
given by

C−1 :

{
D → B

(t, Z,X) 7→ 1
(1+t)2+|Z|2

(
− 1 + t2 + |Z|2, 2Z, (1 + t− JZ)X

)
.

Proposition 1.4.4. The Cayley transform is an isometry.

Proof. In [CDKR98], the pullback of the Riemannian metric of D to B via C is
described as follows: Let p ∈ B and denote the tangent space to B at p by TpB,
which we identify with R× z× v. If ‖X‖p denotes the norm on TpB induced by
the pullback of the Riemannian metric on D, then

‖X‖0 = 2|X|

for all X ∈ T0B. For p ∈ Br{0} one has

‖X‖2
p =





4 |X|2
1−|p|2 if X ∈ T

(1)
p ,

4 |X|2
(1−|p|2)2 if X ∈ Rp⊕ T

(2)
p ,

where
TpB = Rp⊕ T (2)

p ⊕ T (1)
p

is a direct sum which is orthogonal w. r. t. Euclidean metric and Riemannian
inner product on TpB. Thm. 6.8 in [CDKR98] provides the following explicit
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formulas for T
(1)
p and Rp⊕T

(2)
p . For X ∈ v we set j(X) := JzX and define k(X)

to be the orthogonal complement of RX in

j(X)⊥ = {Y ∈ v | ∀Z ∈ z : 〈JZX,Y 〉 = 0}.

For p = (t, Z,X) ∈ Br{0} we have

(i) T
(1)
p = v and Rp⊕ T

(2)
p = R ⊕ z for X = 0,

(ii) T
(1)
p = R ⊕ z ⊕ k(X) and Rp⊕ T

(2)
p = j(X) ⊕ RX for (t, Z) = (0, 0),

(iii) in the remaining cases,

T (1)
p = k ⊕

{(
|X|2u, |X|2W,−(u+ JW )(t− JZ)W

) ∣∣ W ∈ z, u ∈ R
}

and

Rp⊕ T (2)
p =

{(
(t2 + |Z|2)u, (t2 + |Z|2)W, (u + JW )(t− JZ)X

) ∣∣ W ∈ z, u ∈ R
}
.

Note that this subsumes the degenerate cases. On T0B, the given Riemannian
inner product obviously coincides with this one. For p ∈ Br{0}, (1.10) implies

that it suffices to show that Rp⊕T (2)
p = Cp. Let p = (ζ, v) = (t, Z,X) ∈ Br{0}

(hence ζ = (t, Z) ∈ C = R × z and v = X ∈ V = v).

If v = 0, then Cp = C × {0} = C = R × z = Rp ⊕ T
(2)
p . If ζ = 0, then

Cp = Cv = (R + Jz)X = Rp⊕ T
(2)
p . If ζ 6= 0 and v 6= 0, then (η, u) ∈ Cp if and

only if η 6= 0 and ζ−1v = η−1u, or (η, u) = 0. This means that in both cases

u = JηJζ−1v = |ζ|−2JηJζv = J|ζ|−2Jζv.

Hence

Cp =
{(
η, J|ζ|−2ηJζv

) ∣∣∣ η ∈ C
}

=
{(

|ζ|2ξ, JξJζv
) ∣∣∣ ξ ∈ C

}
= Rp⊕ T (2)

p .

This completes the proof.

Remark 1.4.5. Note that for n = {0} resp. (C, V ) = (Re, {0}) Prop. 1.4.4 shows
that the model B is isometric to the Euclidean symmetric space R.

1.5. The map β2

Let (C, e, V, J) be a J2C-module structure. In this section we introduce a map
β2 : V × V → C, which will be shown to be C-hermitian, i. e., β2 is R-bilinear
and for all u, v ∈ V we have β2(u, v) = β2(v, u). The map β2 encodes the inner
product and the Lie bracket on V .

We define β2 : V × V → C by5

〈β2(v, u), ζ〉 := 〈Jζu, v〉 for all ζ ∈ C.

5This is J∗ in [KR05].
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Lemma 1.5.1. For ζ, η ∈ C we have 〈η, ζ〉 = 〈η, ζ〉.

Proof. Let ζ = a+ x and η = b+ y (a, b ∈ R, x, y ∈ C ′) be the decompositions
of ζ and η w. r. t. C = R ⊕ C ′. Then

〈ζ, η〉 = 〈a− x, b+ y〉 = 〈a, b〉 − 〈x, b〉 + 〈a, y〉 − 〈x, y〉.

Since R and C ′ are orthogonal, it follows that

〈ζ, η〉 = 〈a, b〉 − 〈x, y〉
= 〈a, b〉 + 〈x, b〉 − 〈a, y〉 − 〈x, y〉
= 〈a+ x, b− y〉
= 〈ζ, η〉.

This completes the proof.

Proposition 1.5.2. The map β2 : V × V → C is R-bilinear. Further we have

(i) β2(v, u) = β2(u, v) for all u, v ∈ V ,

(ii) β2(v, v) = 〈v, v〉 for all v ∈ V .

Proof. Because 〈·, ·〉 is R-bilinear and Jζ is R-linear for each ζ ∈ C, the R-
linearity is inherited to β2. Using (1.7) and Lemma 1.5.1 we find

〈β2(v, u), ζ〉 = 〈Jζu, v〉 = 〈u, Jζv〉 = 〈Jζv, u〉 = 〈β2(u, v), ζ〉 = 〈β2(u, v), ζ〉

for all u, v ∈ V and all ζ ∈ C. Hence β2(v, u) = β2(u, v) for all u, v ∈ V , which
proves (i).

Finally let v ∈ V . Since β2(v, v) = β2(v, v), there is (a unique) av ∈ R such that
β2(v, v) = av. Moreover,

av = 〈β2(v, v), e〉 = 〈ev, v〉 = 〈v, v〉,

which shows (ii).

Lemma 1.5.3. For v1, v2 ∈ V we have

Reβ2(v1, v2) = 〈v1, v2〉 and Imβ2(v1, v2) = [v2, v1].

Proof. Let v1, v2 ∈ V . By Proposition 1.5.2 we have

|v1|2 + 2〈v1, v2〉 + |v2|2 = |v1 + v2|2 = β2(v1 + v2, v1 + v2)

= |v1|2 + β2(v1, v2) + β2(v2, v1) + |v2|2

= |v1|2 + β2(v1, v2) + β2(v1, v2) + |v2|2

= |v1|2 + 2Re β2(v1, v2) + |v2|2.
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Hence Reβ2(v1, v2) = 〈v1, v2〉. To show the second claim note that Prop. 1.5.2
implies that

Imβ2(v1, v2) = 1
2β2(v1, v2) − 1

2β2(v1, v2) = 1
2β2(v1, v2) − 1

2β2(v2, v1).

Further note that for ζ ∈ C ′ equality (1.7) reduces to J∗
ζ = J−ζ = −Jζ . For

each ζ ∈ C ′ it follows that

〈ζ, Imβ2(v1, v2)〉 = 1
2〈ζ, β2(v1, v2)〉 − 1

2〈ζ, β2(v2, v1)〉
= 1

2〈Jζv2, v1〉 − 1
2 〈Jζv1, v2〉

= 1
2〈Jζv2, v1〉 − 1

2 〈v1, Jζv2〉
= 1

2〈Jζv2, v1〉 + 1
2 〈v1, Jζv2〉

= 〈Jζv2, v1〉.

Recall from (1.1) resp. (H2) that 〈Jζv2, v1〉 = 〈ζ, [v2, v1]〉 for all ζ ∈ C ′. There-
fore, for all ζ ∈ C ′,

〈ζ, Imβ2(v1, v2)〉 = 〈ζ, [v2, v1]〉.
Since 〈·, ·〉|C′×C′ is non-degenerate and Imβ2(v1, v2) ∈ C ′ and [v2, v1] ∈ C ′, it
follows that Imβ2(v1, v2) = [v2, v1].

1.6. The isometry group

Let n = (z, v, J) be a non-trivial H-type algebra which satisfies the J2-condition,
and let a be a one-dimensional Euclidean Lie algebra. Construct the Euclidean
Lie algebra s and the spaces S and D as in Sec. 1.4.1. We denote the to n

isomorphic J2C-module structure (R ⊕ z, 1, v, J̃) by (C, e, V, J).

Let G denote the full isometry group of D. Suppose that N resp. A are the
connected, simply connected Lie groups with Lie algebra n resp. a. Then N and
A are subgroups of S, more precisely, S is the semidirect product AN . In the
parametrization of S, the groups N and A are given by

N =
{
n(Z,X) := (1, Z,X)

∣∣ (Z,X) ∈ z × v
}

and

A =
{
at := (t, 0, 0)

∣∣ t ∈ R+
}
.

Let K be the stabilizer of the base point o = (1, 0, 0) in G and let M := ZK(A)
be the centralizer of A in K. Recall the geodesic inversion

σ(t, Z, x) =
1

t2 + |Z|2
(
t,−Z, (−t+ JZ)X

)

at the origin o from Sec. 1.4.1.

Theorem 1.6.1 (Thm. 6.4 in [CDKR98]). The Lie group G has the Bruhat
decomposition MAN ∪NσMAN .
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Let X := R× z× v∪{∞} be the one-point compactification of R× z× v, where
∞ denotes the point at infinity. A compactification of D is then given by the
closure of D in X , namely

D
g

=
{
(t, Z,X) ∈ R × z × v

∣∣ t ≥ 1
4 |X|2

}
∪ {∞}

=
{
(ζ, v) ∈ C × V

∣∣ Re ζ ≥ 1
4 |v|2

}
∪ {∞}.

This is precisely the geodesic compactification of D, see [BJ06, Sec. I.2] and
[Ebe96, Prop. 1.7.6].

Let B be the closed unit ball in W = R × z × v. Then the Cayley trans-
form C : B → D extends (uniquely) to a homeomorphism B → D

g
. Therefore,

[CDKR98, Cor. 6.2] implies the following proposition.

Proposition 1.6.2 (Cor. 6.2 in [CDKR98]). The action of G extends continu-
ously to D

g
.

The Bruhat decomposition of G implies that the stabilizer G∞ of ∞ in G equals
MAN .

For future purposes we need explicit formulas for the action of the groups M , A
and N on D

g
. The action of N and A in R × z× v-coordinates is already given

in (1.5). Suppose that (ζ, v) ∈ Dgr{∞}. For at ∈ A we have

at∞ = ∞ and at(ζ, v) = (tζ, t1/2v).

For n(Z,X) ∈ N we get n(Z,X)∞ = ∞ and

n(Z,X)(ζ, v) =
(

1
4 |X|2 + Z + ζ + 1

2β2(v,X),X + v
)
.

In C × V -coordinates, the geodesic inversion σ reads as

σ∞ = 0, σ0 = ∞,

and for (ζ, v) ∈ D
gr{0,∞},

σ(ζ, v) =
1

(Re ζ)2 + | Im ζ|2
(
Re ζ,− Im ζ, J−Re ζ+Im ζv

)

= |ζ|−2
(
ζ, J−ζv

)
=
(
ζ−1, J−|ζ|−2ζv

)

=
(
ζ−1,−ζ−1v

)
= ζ−1(1,−v).

The Cayley transform in C × V -coordinates is

C :

{
B → D

(ζ, v) 7→ |1 − ζ|−2
(
1 + 2 Im ζ − |ζ|2, 2(1 − ζ)v

)

with

C−1 :

{
D → B

(η, u) 7→ |1 + η|−2
(
− 1 + 2 Im η + |η|2, 2(1 + η)u

)
.

The following proposition provides the explicit form of the group M .
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Proposition 1.6.3. The group M equals the group of automorphism of the J2C-
module structure (C, e, V, J), that is, the elements of M are the pairs (ϕ,ψ) of
orthogonal endomorphisms ϕ : C → C with ϕ(e) = e and ψ : V → V such that
the diagram

C × V
J //

ϕ×ψ
��

V

ψ

��
C × V

J // V

commutes. If (ϕ,ψ) ∈ M , then the action on D
g

is given by (ϕ,ψ)(∞) = ∞
and (ϕ,ψ)(ζ, v) = (ϕ(ζ), ψ(v)) for (ζ, v) ∈ Dgr{∞}.

Proof. Let G̃ := C−1GC. For each g ∈ G set g̃ := C−1gC, and for each subset
T of G let T̃ := C−1TC be the corresponding subset of G̃. Clearly, G̃ is the full
isometry group of B. We will first characterize the centralizer Z eK

(Ã) of Ã in K̃

as a subgroup of G̃. Let M̃ denote the automorphism group of (C, e, V, J) and

define the action of (ϕ,ψ) ∈ M̃ on B by (ϕ,ψ)(ϕ, v) = (ϕ(ζ), ψ(v)). We will

show that M̃ = Z eK
(Ã). By [KR, Prop. 4.1] we have that M̃ ⊆ K̃. Let at ∈ A

and (ζ, v) ∈ B. Then one easily calculates that

ãt(ζ, v) = C−1 ◦ at ◦ C(ζ, v)

=
∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)

∣∣−2 ·
·
(
− |1 − ζ|4 + 4t Im ζ + t2

∣∣1 + 2 Im ζ − |ζ|2
∣∣2 ,

4t1/2|1 − ζ|2
(
|1 − ζ|2 + t(1 − Im ζ − |ζ|2)

)(
(1 − ζ)v

))
.

Suppose that m̃ = (ϕ,ψ) ∈ M̃ . Since ϕ(e) = e, we have that ϕ(ζ) = ϕ(ζ) and
ϕ(Im ζ) = Imϕ(ζ) for each ζ ∈ C. Moreover, |ζ| = |ϕ(ζ)| for each ζ ∈ C. Then
the first component of m̃ ◦ ãt(ζ, v) is given by

ϕ

(
−|1 − ζ|4 + 4t Im ζ + t2

∣∣1 + 2 Im ζ − |ζ|2
∣∣2

∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)
∣∣2

)
=

=
−|1 − ζ|4 + 4t Imϕ(ζ) + t2

∣∣1 + 2 Im ζ − |ζ|2
∣∣2

∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)
∣∣2

=
−|1 − ϕ(ζ)|4 + 4t Imϕ(ζ) + t2

∣∣1 + 2 Imϕ(ζ) − |ϕ(ζ)|2
∣∣2

∣∣|1 − ϕ(ζ)|2 + t(1 + 2 Imϕ(ζ) − |ϕ(ζ)|2)
∣∣2 ,

which is the first component of ãt◦m̃(ζ, v). The second component of m̃◦ãt(ζ, v)
reads as

ψ

((
|1 − ζ|2 + t(1 − 2 Im ζ − |ζ|2)

)(
(1 − ζ)v

)
∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)

∣∣2

)
=

=
ϕ
(
|1 − ζ|2 + t(1 − 2 Im ζ − |ζ|2)

)
ψ
(
(1 − ζ)v

)
∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)

∣∣2
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=

(
|1 − ζ|2 + t(1 − 2 Imϕ(ζ) − |ζ|2)

)(
ϕ(1 − ζ)ψ(v)

)
∣∣|1 − ζ|2 + t(1 + 2 Im ζ − |ζ|2)

∣∣2

=

(
|1 − ϕ(ζ)|2 + t(1 − 2 Imϕ(ζ) − |ϕ(ζ)|2)

)(
(1 − ϕ(ζ))ψ(v)

)
∣∣|1 − ϕ(ζ)|2 + t(1 + 2 Imϕ(ζ) − |ϕ(ζ)|2)

∣∣2 .

Clearly, this is the second component of ãt ◦ m̃(ζ, v). Hence m̃ commutes with

each ãt. This shows that M̃ ⊆ Z eK
(Ã).

Conversely, suppose that m̃ ∈ Z eK(Ã). We have to show that m̃(1, 0) = (1, 0).

Then [KR, Prop. 4.1] implies that m̃ ∈ M̃ . For each t ∈ R+, we have

ãt(1, 0) = lim
n→∞

ãt
(
1 − 1

n , 0
)

= (1, 0).

Hence ãt(m̃(1, 0)) = m̃(1, 0). The only points on ∂B that are invariant under
all ãt are (1, 0) and (−1, 0). Assume for contradiction that m̃(1, 0) = (−1, 0).
Since σ̃ = − id, we then get σ̃ ◦ m̃(1, 0) = (1, 0). By [KR, Prop. 4.1] we have

σ̃ ◦ m̃ ∈ M̃ . Our previous argument then shows that σ̃ ◦ m̃ commutes with all
ãt. Then

ãt ◦ σ̃ ◦ m̃ = σ̃ ◦ m̃ ◦ ãt = σ̃ ◦ ãt ◦ m̃,
which means that σ̃ commutes with each ãt. This is a contradiction. Hence
m̃(1, 0) = (1, 0), which by [KR, Prop. 4.1] shows that m̃ ∈ M̃ . Therefore

M̃ = Z eK
(Ã).

Now let m̃ = (ϕ,ψ) ∈ M̃ and set m := C ◦ m̃ ◦ C−1. For (η, u) ∈ D we find

m(η, u) = C ◦ m̃ ◦ C−1(η, u)

= C ◦ m̃
(
|1 + η|−2

(
1 + 2 Im η + |η|2, 2(1 + η)u

))

= C
(
|1 + ϕ(η)|−2

(
1 + 2 Imϕ(η) + |ϕ(η)|2, 2(1 + ϕ(η))ψ(u)

))

= (ϕ(η), ψ(u)).

The remaining claim follows directly from continuity or, alternatively, from the
extension of the Cayley transform to B.

Remark 1.6.4. Let m ∈ M and at ∈ A. Then we have, as in each Bruhat
decomposition, the equalities m−1 ◦ σ = σ ◦m and a−1

t ◦ σ = σ ◦ at on D
g
.
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Throughout this section let (C, e, V, J) be a J2C-module structure such that
(C, V ) 6= (Re, {0}) and suppose that (z, v, J) is the corresponding H-type alge-
bra with J2-condition. Recall the model D of the rank one Riemannian sym-
metric space of noncompact type which is constructed from (C, e, V, J) resp.
(z, v, J) in Sec. 1.4.1. Let G denote the full isometry group of D.

The purpose of this section is to prove the existence of so-called isometric funda-
mental regions for certain subgroups Γ of G. An isometric fundamental region
consists of two building blocks. One of them is a fundamental region F∞ for
the stabilizer group Γ∞ of ∞, the other one is the common part of the exteriors
of all isometric spheres of Γ. Then the isometric fundamental region is the set

F := F∞ ∩
⋂

g∈ΓrΓ∞

ext I(g), (2.1)

where ext I(g) denotes the exterior of the isometric sphere I(g) of the element
g in ΓrΓ∞. The isometric sphere of an element g in GrG∞ is a sphere in
Cygan metric centered at g−1∞. Its radius only depends on the A-part in the
Bruhat decomposition of g. The Cygan metric on D, which in fact is a metric
on D

g r{∞}, arises from a group norm. The group norm which we employ
here is an extension of the Heisenberg pseudonorm on N to the direct product
of the groups (R,+) and N . The proof that this extension is indeed a group
norm needs that the Cauchy-Schwarz Theorem holds for the map β2, which
we show in Sec. 2.1. Moreover, for the definition of the Cygan metric, it is
convenient to work with horospherical coordinates on D

gr{∞}. In Sec. 2.2 we
introduce these coordinates, the group norm and the Cygan metric. Further
we define the notion of an isometric sphere, its exterior and interior, and prove
several properties of isometric spheres, which we need in Sec. 2.3 to show the
existence of isometric fundamental regions. The main requirements on the group
Γ are that it be of type (O) and that ΓrΓ∞ be of type (F) (see Sec. 2.3 for
a definition). If F is the set in (2.1), then Γ being of type (O) implies that F
is open. Lemma 2.2.12 shows that F does not contain Γ-equivalent points, and
the combination of ΓrΓ∞ being of type (F), Prop. 2.2.11, Lemma 2.2.16 and
Cor. 2.2.15 yields that the Γ-translates of F cover D.

2.1. The Cauchy-Schwarz Theorem for β2

In this section we show the Cauchy-Schwarz Theorem for β2. The following two
lemmas are needed for its proof.
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Lemma 2.1.1. Let u, v ∈ V . Then β2(u, v) = 0 if and only if v ∈ (Cu)⊥.

Proof. Let u, v ∈ V . We have β2(v, u) = 0 if and only if

〈β2(v, u), ζ〉 = 0 for all ζ ∈ C.

By the definition of β2, this holds if and only if

〈ζu, v〉 = 0 for all ζ ∈ C,

hence if and only if v ∈ (Cu)⊥.

Lemma 2.1.2. Let u ∈ V and λ ∈ C. Then

β2(λu, u) = |u|2λ.

Proof. The polarization (1.6) shows that for each ζ ∈ C we have

2〈ζu, λu〉 = 〈ζu, λu〉 + 〈λu, ζu〉 = 2〈ζ, λ〉|u|2.

Using the definition of β2, we see that

〈β2(λu, u), ζ〉 = 〈ζu, λu〉 = 〈λ, ζ〉|u|2 = 〈|u|2λ, ζ〉

for all ζ ∈ C. Hence β2(λu, u) = |u|2λ.

Proposition 2.1.3. Let u, v ∈ V . Then

|β2(u, v)| ≤ |u||v|.

Equality holds if and only if v ∈ Cu or u ∈ Cv.

Proof. Let (v1, v2) ∈ Cu × (Cu)⊥ be the unique pair such that v = v1 + v2.
Using that β2 is R-bilinear (see Prop. 1.5.2), Lemma 2.1.1 yields

β2(u, v) = β2(u, v1) + β2(u, v2) = β2(u, v1).

Then Lemma 2.1.2 shows

|β2(u, v1)|2 = |u|2|v1|2.

Clearly

|v1|2 ≤ |v1|2 + |v2|2 = |v|2,
where equality holds if and only if v2 = 0, hence if and only if v = v1 ∈ Cu.
Thus,

|β2(u, v)|2 = |β2(u, v1)|2 = |u|2|v1|2 ≤ |u|2|v|2,
where the inequality is an equality if and only if u = 0 or v ∈ Cu. This proves
the claim.
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2.2. H-coordinates, Cygan metric, and isometric spheres

Consider the closure
S = R+

0 × z × v

of S in R × z × v. Then the map Θ from (1.4) induces a bijection between S
and D

gr{∞}.

Definition 2.2.1. Let z = (t, Z,X) ∈ D
gr{∞}. The horospherical coordinates

or H-coordinates of z relative to the origin o of D are

Θ−1(z) =
(
t− 1

4 |X|2, Z,X
)

∈ S.

To avoid confusion, the H-coordinates of z will be denoted with a subscript h,
that is,

(
t− 1

4 |X|2, Z,X
)
h

are the H-coordinates of z.

The following remark gives a geometric characterization of H-coordinates, which
explains the naming.

Remark and Definition 2.2.2. Let z = (t, Z,X) = (ζ, v) ∈ D
gr{∞}. The

horosphere through z with center ∞ is the N -orbit of z. We extend the group
A to the set

A+ := A ∪ {a0},
where a0 : D

g → D
g

is defined by a0∞ := ∞ and a0z := 0 for all z ∈ D
gr{∞}.

Then there is a unique pair (as, n) ∈ A+ ×N such that

nas(o) = z.

The height of z is defined as

ht(z) := t− 1
4 |X|2 = Re ζ − 1

4 |v|2.

Formula (1.5) implies that s = ht(z) and n = (1, Z,X). Hence the H-coordinates
of z are

(ht(z), Z,X)h = (ht(z), Im ζ, v)h.

This means that the H-coordinates are given by the height of the horosphere on
which z lies and the coordinates of z in the canonical parametrization of this
horosphere.

The bijection between N and z × v induces an inner product on N (which is
independent of the height level set).

Definition 2.2.3. Let (G, ·) be a group with neutral element 1G. We call a
map p : G→ R+

0 a group norm if

(GN1) p(g) = 0 ⇔ g = 1G,

(GN2) p(g−1) = p(g) for all g ∈ G,

(GN3) p(gh) ≤ p(g) + p(h) for all g, h ∈ G.
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Definition and Remark 2.2.4. If p is a group norm on the group G, then the
map d : G×G→ R, d(g, h) := p(g−1h) is a metric on G. It is called the induced
metric from p.

The Heisenberg group norm q (also known as the Heisenberg pseudonorm) on
each height level set (∼= N) is defined by

q(Z,X) :=
∣∣ 1
4 |X|2 + Z

∣∣1/2 =
(

1
16 |X|4 + |Z|2

)1/4
.

The equality holds because z and R ∼= a are orthogonal. The induced metric
measures the distance between two elements in some height level set.

To be able to also measure the distance between elements in different height
level sets, we extend the Heisenberg pseudonorm to the direct product of the
groups (R,+) (“differences between height level sets”) and N by

p :

{
R ×N → R

(k,Z,X) 7→
∣∣1
4 |X|2 + |k| + Z

∣∣1/2 .

Obviously, p|{0}×N = q.

Proposition 2.2.5. The map p is a group norm on R ×N .

Proof. Since (0, 0, 0) is the neutral element of R × N , the map p obviously
satisfies (GN1). Further for each g = (k,Z,X) ∈ R ×N we have

p(g−1) = p(−k,−Z,−X) =
∣∣ 1
4 |X|2 + |k| − Z

∣∣1/2 =
((

1
4 |X|2 + |k|

)2
+ |Z|2

)1/4

=
∣∣1
4 |X|2 + |k| + Z

∣∣1/2 = p(g).

This shows (GN2). The triangle equality (GN3) is done in several steps. For
each g = (k,Z,X) ∈ R ×N it follows

p(g) =
∣∣1
4 |X|2 + |k| + Z

∣∣1/2 =
((

1
4 |X|2 + |k|

)2
+ |Z|2

)1/4

≥
((

1
4 |X|2

)2)1/4
= 1

2 |X|.

Therefore Proposition 2.1.3 implies that for all (kj , Zj ,Xj) ∈ R × N , j = 1, 2,
we have

1
4 |β2(X2,X1)| ≤ |X1|

2
|X2|

2 ≤ p(k1, Z1,X1)p(k2, Z2,X2).

Moreover, for all (Z,X) ∈ N and k1, k2 ∈ R we find

∣∣1
4 |X|2 + |k1 + k2| + Z

∣∣1/2 =
((

1
4 |X|2 + |k1 + k2|

)2
+ |Z|2

)1/4

≤
((

1
4 |X|2 + |k1| + |k2|

)2
+ |Z|2

)1/4

=
∣∣ 1
4 |X|2 + |k1| + |k2| + Z

∣∣1/2 .
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Now let gj = (kj , Zj ,Xj) ∈ R ×N , j = 1, 2. Then

p(g1g2) = p
(
k1 + k2, Z1 + Z2 + 1

2 [X1,X2],X1 +X2

)

=
∣∣1
4 |X1 +X2|2 + |k1 + k2| + Z1 + Z2 + 1

2 [X1,X2]
∣∣1/2

≤
∣∣1
4 |X1 +X2|2 + |k1| + |k2| + Z1 + Z2 + 1

2 [X1,X2]
∣∣1/2

=
∣∣1
4 |X1|2 + |k1| + Z1 + 1

4 |X2|2 + |k2| + Z2 + 1
2 (〈X1,X2〉 + [X1,X2])

∣∣1/2 .

Lemma 1.5.3 shows that then

p(g1g2) ≤
∣∣1
4 |X1|2 + |k1| + Z1 + 1

4 |X2|2 + |k2| + Z2 + 1
2β2(X2,X1)

∣∣1/2

≤
[∣∣1

4 |X1|2 + |k1| + Z1

∣∣+
∣∣1
4 |X2|2 + |k2| + Z2

∣∣+ 1
2 |β2(X2,X1)|

]1/2

=
[
p(g1)

2 + p(g2)
2 + 1

2 |β2(X2,X1)|
]1/2

≤
[
p(g1)

2 + p(g2)
2 + 2p(g1)p(g2)

]1/2

= p(g1) + p(g2),

which completes the proof.

We define the injective map

κ :

{
D
gr{∞} → R ×N
z 7→ Θ−1(z),

where κ(z) not only means that we consider the H-coordinates of z, but also
that we can perform the group operations of R×N on κ(z1), κ(z2) for elements
z1, z2 ∈ D

gr{∞}.

Definition 2.2.6. The Cygan metric on D is the metric

̺ :

{
D
gr{∞} ×D

gr{∞} → R
(g1, g2) 7→ p

(
κ(g1)

−1κ(g2)
)
.

Since κ is injective, the Cygan metric is in fact a metric on D
gr{∞}.

Lemma 2.2.7. Let zj = (ζj , vj) = (kj , Zj ,Xj)h be elements of D
gr{∞}. Then

the Cygan metric is given by

̺(z1, z2) =
∣∣1
4 |X1 −X2|2 + |k1 − k2| + Z1 − Z2 + 1

2 Imβ2(X2,X1)
∣∣1/2

=
∣∣1
4 |v1|2 + 1

4 |v2|2 + |ht(z1) − ht(z2)| + Im ζ1 − Im ζ2 − 1
2β2(v1, v2)

∣∣1/2 .

Proof. Lemma 1.5.3 yields

κ(z2)
−1κ(z1) = (−k2,−Z2,−X2)(k1, Z1,X1)

=
(
k1 − k2, Z1 − Z2 + 1

2 [−X2,X1],X1 −X2

)

=
(
k1 − k2, Z1 − Z2 + 1

2 [X1,X2],X1 −X2

)

=
(
k1 − k2, Z1 − Z2 + 1

2 Imβ2(X2,X1),X1 −X2

)
.
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Note that the inversion and multiplication is done in the group R × N . Using
(GN2) for p we get

̺(z1, z2) = p
(
κ(z1)

−1κ(z2)
)

= p
(
κ(z2)

−1κ(z1)
)

= p
(
k1 − k2, Z1 − Z2 + 1

2 Imβ2(X2,X1),X1 −X2

)

=
∣∣ 1
4 |X1 −X2|2 + |k1 − k2| + Z1 − Z2 + 1

2 Imβ2(X2,X1)
∣∣1/2 .

This proves the first claimed equality. For the second we note that

1
4 |X1 −X2|2 + 1

2 Imβ2(X2,X1) = 1
4 |X1|2 + 1

4 |X2|2 − 1
2〈X1,X2〉 − 1

2 Imβ2(X1,X2)

= 1
4 |X1|2 + 1

4 |X2|2 − 1
2β2(X1,X2),

where the last equality follows from Lemma 1.5.3. Since Xj = vj , Zj = Im ζj
and kj = ht(zj) for j = 1, 2, the second equality holds.

Definition 2.2.8. Let g ∈ GrG∞ and suppose that g = n1σmatn2 with
n1, n2 ∈ N , at ∈ A and m ∈M . Then we define R(g) := t−1/4. The set

I(g) :=
{
z ∈ D

∣∣ ̺
(
z, g−1∞

)
= R(g)

}

is called the isometric sphere of g. Further, the set

ext I(g) :=
{
z ∈ D

∣∣ ̺
(
z, g−1∞

)
> R(g)

}

is called the exterior of I(g), and

int I(g) :=
{
z ∈ D

∣∣ ̺
(
z, g−1∞

)
< R(g)

}

the interior of I(g). The value R(g) is called the radius of I(g).

Lemma 2.2.9. Let g = n1σmatn2 ∈ GrG∞ and n2 = (1, Zs2,Xs2). Then

̺
(
(ζ, v), g−1∞

)
=
∣∣∣14 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
∣∣∣
1/2
.

Further ̺
(
·, g−1∞

)
is unbounded on D, and hence ext I(g) 6= ∅.

Proof. We have (see Remark 1.6.4)

g−1 = n−1
2 a−1

t m−1σn−1
1 = n−1

2 σmatn
−1
1 .

Since G∞ = MAN , we have

g−1∞ = n−1
2 σmatn

−1
1 ∞ = n−1

2 σ∞ = n−1
2 0 =

(
1
4 |Xs2|2 − Zs2,−Xs2

)
.

Then Lemma 2.2.7 shows for all (ζ, v) ∈ D
gr{∞} we have

̺
(
(ζ, v), g−1∞

)
=
∣∣∣ 14 |v|2 + 1

4 |Xs2|2 + Re ζ − 1
4 |v|2 + Im ζ + Zs2 + 1

2β2(v,Xs2)
∣∣∣
1/2

=
∣∣∣ 14 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
∣∣∣
1/2
.
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This proves the first claim. Now let (ζ, v) ∈ D and t > 1 be real. Then

ht
(
(tζ, v)

)
= tRe ζ − 1

4 |v|2 > Re ζ − 1
4 |v|2 > 0.

Hence (tζ, v) ∈ D for all t > 1. Further

̺
(
(tζ, v), g−1∞

)2
=
∣∣tζ + 1

4 |Xs2|2 + Zs2 + 1
2β2(v,Xs2)

∣∣

≥
∣∣∣|tζ| −

∣∣1
4 |Xs2|2 + Zs2 + 1

2β2(v,Xs2)
∣∣
∣∣∣

≥ t|ζ| −
∣∣1
4 |Xs2|2 + Zs2 + 1

2β2(v,Xs2)
∣∣ ,

which converges to ∞ for t → ∞. Hence ̺
(
·, g−1∞

)
is unbounded. This com-

pletes the proof.

Lemma 2.2.10. Let g ∈ GrG∞. Then

(i) ext I(g) and int I(g) are open,

(ii) ext I(g) =
{
z ∈ D

∣∣ ̺
(
z, g−1∞

)
≥ R(g)

}
= ∁ int I(g),

(iii) int I(g) =
{
z ∈ D

∣∣ ̺(z, g−1∞) ≤ R(g)
}

= ∁ ext I(g).

(iv) If (ζ, v) ∈ int I(g), then (ζ − s, v) ∈ int I(g) for each s ∈ (0,Re ζ).

Proof. Suppose that g = n1σmatn2 with n2 = (1, Z2,X2). Then R(g) = t−1/4

and, by Lemma 2.2.9,

̺
(
(ζ, v), g−1∞

)
=
∣∣1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
∣∣1/2

for each (ζ, v) ∈ D. Since β2(·,X2) : V → C is R-linear (see Prop. 1.5.2) and the
topology on C, V resp. D is that of an open subset of Rn for some n (depending
on C, V and D separately), the map

f :=

{
D → R

(ζ, v) 7→
∣∣1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
∣∣

is continuous. Then

ext I(g) =
{

(ζ, v) ∈ D
∣∣∣
∣∣ 1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
∣∣ > t−1/2

}

= f−1
(
(t−1/2,∞)

)

and

int I(g) = f−1
(
(−∞, t−1/2)

)
,

which shows that ext I(g) and int I(g) are open. Moreover, it follows that
int I(g) ⊆ f−1

(
(−∞, t−1/2]

)
. To prove the converse inclusion relation, it suf-

fices to show that f−1(t−1/2) ⊆ int I(g). Let z0 = (ζ0, v0) ∈ f−1(t−1/2). Then

t−1/2 =
∣∣1
4 |X2|2 + Z2 + ζ0 + 1

2β2(v0,X2)
∣∣

=
[∣∣ 1

4 |X2|2 + Re ζ0
∣∣2 +

∣∣Z2 + Im ζ0 + 1
2β2(v0,X2)

∣∣2
]1/2

.
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Since z0 ∈ D, we have Re ζ0 > 0. Then for each s ∈ (0,Re ζ0) it follows

t−1/2 >
[∣∣1

4 |X2|2 + Re ζ0 − s
∣∣2 +

∣∣Z2 + Im ζ0 + 1
2β2(v0,X2)

∣∣2
]1/2

=
∣∣1
4 |X2|2 + Z2 + ζ0 − s+ 1

2β2(v0,X2)
∣∣ .

Thus, (ζ0 − s, v0) ∈ int I(g) for each s ∈ (0,Re ζ0) and hence

lim
sց0

(ζ0 − s, v0) = (ζ0, v0) ∈ int I(g).

This proves (iii) and (iv). The proof of (ii) is analogous to that of (iii).

Proposition 2.2.11. We have

⋂

g∈ΓrΓ∞

ext I(g) =
⋂

g∈ΓrΓ∞

ext I(g) = Dr
⋃

g∈ΓrΓ∞

int I(g).

Proof. Lemma 2.2.10(iii) states that ∁ ext I(g) = int I(g) for each g ∈ ΓrΓ∞.
Therefore

∁


 ⋂

g∈ΓrΓ∞

ext I(g)


 =


∁

⋂

g∈ΓrΓ∞

ext I(g)




◦

=


 ⋃

g∈ΓrΓ∞

∁ ext I(g)




◦

=


 ⋃

g∈ΓrΓ∞

int I(g)




◦

.

The interior of each isometric sphere is open. Thus

⋃

g∈ΓrΓ∞

int I(g) =


 ⋃

g∈ΓrΓ∞

int I(g)




◦

and hence
⋃

g∈ΓrΓ∞

int I(g) ⊆


 ⋃

g∈ΓrΓ∞

int I(g)




◦

.

It remains to prove that the converse inclusion relation. To that end pick some
z = (ζ, v) ∈

(⋃{ int I(g) | g ∈ ΓrΓ∞}
)◦

and fix ε > 0 such that

zε := z + ε = (ζ + ε, v) ∈
⋃

g∈ΓrΓ∞

int I(g).

Pick k ∈ ΓrΓ∞ such that zε ∈ int I(k). Then Lemma 2.2.10(iv) shows that
z = zε − ε ∈ int I(k). Thus z ∈ ⋃{int I(g) | g ∈ ΓrΓ∞}. This shows that


 ⋃

g∈ΓrΓ∞

int I(g)




◦

⊆
⋃

g∈ΓrΓ∞

int I(g)
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and hence

∁
⋃

g∈ΓrΓ∞

int I(g) =
⋂

g∈ΓrΓ∞

ext I(g).

Finally we have ∁ int I(g) = ext I(g) for each g ∈ ΓrΓ∞ by Lemma 2.2.10(iii).
Therefore

⋂

g∈ΓrΓ∞

ext I(g) = ∁
⋃

g∈ΓrΓ∞

int I(g) =
⋂

g∈Γ\Γ∞

∁ int I(g) =
⋂

g∈ΓrΓ∞

ext I(g).

The next two lemmas use the following explicit expression for the action of
g ∈ GrG∞ = NσMAN on some element (ζ, v) ∈ D

gr{∞}. Let g = n1σmatn2

with nj = (1, Zsj ,Xsj) and m = (ϕ,ψ). A lengthy but easy calculation shows
that

g(ζ, v) =
(

1
4 |Xs1|2 + Zs1 + xt−1 − 1

2 t
−1/2β2(xψ(Xs2 + v),Xs1), (2.2)

Xs1 − xt−1/2ψ(Xs2 + v)
)

where
x :=

[
ϕ
(

1
4 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
)]−1

.

Lemma 2.2.12. If g ∈ GrG∞, then g maps ext I(g) onto int I(g−1) and I(g)
onto I(g−1).

Proof. Let g = n1σmatn2 with nj = (1, Zsj ,Xsj) and m = (ϕ,ψ). Then

g−1 = n−1
2 a−1

t m−1σn−1
1 = n−1

2 σmatn
−1
1 ,

hence R(g) = R(g−1) = t−1/4. It is

g−1I(g−1) =
{
z ∈ D

∣∣ ̺(gz, g∞) = R
(
g−1
)}
.

Therefore we will calculate ̺(gz, g∞) and compare it to ̺
(
z, g−1∞

)
. Let (ζ, v)

be in D. Set

x :=
[
ϕ
(

1
4 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
)]−1

.

Then (2.2) and Lemma 2.2.9 show that

̺
(
g(ζ, v), g∞

)
=

=
∣∣∣14 |Xs1|2 − Zs1 + 1

4 |Xs1|2 + Zs1 + xt−1 − 1
2 t

−1/2β2

(
xψ(Xs2 + v),Xs1

)

− 1
2β2

(
Xs1 − xt−1/2ψ(Xs2 + v),Xs1

)∣∣∣
1/2

=
∣∣∣12 |Xs1|2 + xt−1 − 1

2t
−1/2β2

(
xψ(Xs2 + v),Xs1

)
− 1

2β2(Xs1,Xs1)

+ 1
2t

−1/2β2

(
xψ(Xs2 + v),Xs1

)∣∣∣
1/2

=
∣∣1
4 |Xs1|2 + xt−1 − 1

2β2(X21,X21)
∣∣1/2 .
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Prop. 1.5.2 states that β2(X21,X21) = 〈X21,X21〉 = |X21|2. Thus,

̺
(
g(ζ, v), g∞

)
=
∣∣xt−1

∣∣1/2 = |x|1/2t−1/2.

Since ϕ ∈ O(C), it follows

|x|1/2 =
∣∣ϕ
(

1
4 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
)∣∣−1/2

=
∣∣ 1
4 |Xs2|2 + Zs2 + ζ + 1

2β2(v,Xs2)
∣∣−1/2

= ̺
(
(ζ, v), g−1∞

)−1
.

Therefore
̺
(
(ζ, v), g−1∞

)
̺
(
g(ζ, v), g∞

)
= t−1/2.

Hence (ζ, v) ∈ I(g) if and only if

t−1/2 = t−1/4̺
(
g(ζ, v), g∞

)
,

which is equivalent to ̺
(
g(ζ, v), g∞

)
= t−1/4. This is the case if and only if

g(ζ, v) ∈ I(g−1). Thus, gI(g) = I(g−1).

Further, (ζ, v) ∈ ext I(g) if and only if

t−1/2 > t−1/4̺
(
g(ζ, v), g∞

)
,

which is the case if and only if ̺
(
g(ζ, v), g∞

)
< t−1/4. This is equivalent to

g(ζ, v) ∈ int I(g−1). Therefore g ext I(g) = int I(g−1).

Lemma 2.2.13. Let n = (1, Z,X) ∈ N , as ∈ A and m = (ϕ,ψ) ∈M .

(i) If n′ :=
(
1, sZ, s1/2X

)
, then asn = n′as.

(ii) For all u, v ∈ V we have ϕ
(
β2(v, u)

)
= β2(ψ(v), ψ(u)).

(iii) If n′ :=
(
1, ϕ(Z), ψ(X)

)
, then mn = n′m.

Proof. Formula (1.2) shows

asn = (s, 0, 0)(1, Z,X) =
(
s, sZ, s1/2X

)
=
(
1, sZ, s1/2X

)(
s, 0, 0

)
= n′as,

which proves (i). To show (ii) let u, v ∈ V . Recall that ϕ ∈ O(C), ψ ∈ O(V )
and that ψ

(
J(η,w)

)
= J

(
ϕ(η), ψ(w)

)
for each (η,w) ∈ C ⊕ V . For each ζ ∈ C

we have
〈
ϕ
(
β2(v, u)

)
, ζ
〉

=
〈
β2(v, u), ϕ

−1(ζ)
〉

=
〈
J
(
ϕ−1(ζ), u

)
, v
〉

=
〈
ψ
(
J
(
ϕ−1(ζ), u

))
, ψ(v)

〉
= 〈J(ζ, ψ(u)), ψ(v)〉

= 〈β2(ψ(v), ψ(u)), ζ〉 .

Thus ϕ
(
β2(v, u)

)
= β2(ψ(v), ψ(u)). For the proof of (iii) let (ζ, v) ∈ D. Then

m
(
n(ζ, v)

)
= m

(
1
4 |X|2 + Z + ζ + 1

2β2(v,X),X + v
)

=
(
ϕ
(

1
4 |X|2 + Z + ζ + 1

2β2(v,X)
)
, ψ(X + v)

)

=
(

1
4 |ψ(X)|2 + ϕ(Z) + ϕ(ζ) + 1

2ϕ
(
β2(v,X)

)
, ψ(X) + ψ(v)

)
.
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Now (ii) yields

m
(
n(ζ, v)

)
=
(

1
4 |ψ(X)|2 + ϕ(Z) + ϕ(ζ) + 1

2β2

(
ψ(v), ψ(X)

)
, ψ(X) + ψ(v)

)

= n′
(
ϕ(ζ), ψ(v)

)
= n′

(
m(ζ, v)

)
.

Hence mn = n′m.

Proposition 2.2.14. Let g ∈ G∞ and h ∈ GrG∞. Then

gI(h) = I
(
ghg−1

)
,

g int I(h) = int I
(
ghg−1

)
,

g ext I(h) = ext
(
ghg−1

)
.

Proof. We prove the assertion for the three cases g ∈ A, g ∈ N and g ∈ M .
Since G∞ = MAN , for general g ∈ G∞, the claim then follows immediately
from composition. Let h = n1σmatn2 with nj = (1, Zj ,Xj).

Suppose first that g = as and let (ζ, v) ∈ D. For j ∈ {1, 2} set n′j :=(
1, sZj , s

1/2Xj

)
. Then Lemma 2.2.13 implies that

ghg−1 = asn1σmatn2a
−1
s = n′1σma

−1
s ata

−1
s n′2 = n′1σmas−2tn

′
2.

Therefore R
(
ghg−1

)
= s1/2t−1/4 = s1/2R(h). By Lemma 2.2.9 we have

̺
(
(ζ, v), (ghg−1)−1∞

)
=
∣∣∣14s|X2|2 + sZ2 + ζ + 1

2s
1/2β2(v,X2)

∣∣∣
1/2

and

̺
(
a−1
s (ζ, v), h−1∞

)
= ̺
(
(s−1ζ, s−1/2v), h−1∞

)

=
∣∣∣14 |X2|2 + Z2 + s−1ζ + 1

2s
−1/2β2(v,X2)

∣∣∣
1/2

= s−1/2̺
(
(ζ, v), (ghg−1)−1∞

)
.

Then

gI(h) =
{
gz ∈ D

∣∣ ̺
(
z, h−1∞

)
= R(h)

}

=
{
z ∈ D

∣∣ ̺
(
g−1z, h−1∞

)
= R(h)

}

=
{
z ∈ D

∣∣∣ ̺
(
z, (ghg−1)−1∞

)
= s1/2R(h)

}

=
{
z ∈ D

∣∣ ̺
(
z, (ghg−1)−1∞

)
= R(ghg−1)

}

= I
(
ghg−1

)
.

Analogously, we see that g ext I(h) = ext I
(
ghg−1

)
and g int I(h) = int I

(
ghg−1

)
.

Now suppose that g = n3 = (1, Z3,X3). Then ghg−1 = (n3n1)σmat(n2n
−1
3 ) and

n2n
−1
3 =

(
1, Z2 − Z3 − 1

2 [X2,X3],X2 −X3

)

=
(
1, Z2 − Z3 − 1

2 Imβ2(X3,X2),X2 −X3

)
,
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2. Isometric fundamental regions

where the last equality follows from Lemma 1.5.3. Therefore, by Lemmas 2.2.9
and 1.5.3,

̺
(
(ζ, v), (n3hn

−1
3 )−1∞

)
=

=
∣∣∣ 14 |X2 −X3|2 + Z2 − Z3 − 1

2 Imβ2(X3,X2) + ζ + 1
2β2(v,X2 −X3)

∣∣∣
1/2

=
∣∣∣ 14 |X2|2 + 1

4 |X3|2 − 1
2〈X2,X3〉 − 1

2 Imβ2(X3,X2)+

+ Z2 − Z3 + ζ + 1
2β2(v,X2 −X3)

∣∣∣
1/2

=
∣∣∣ 14 |X2| + 1

4 |X3|2 − 1
2β2(X3,X2) + Z2 − Z3 + ζ + 1

2β2(v,X2 −X3)
∣∣∣
1/2
.

We have

n−1
3 (ζ, v) =

(
1
4 |X3|2 − Z3 + ζ − 1

2β2(v,X3),−X3 + v
)
.

Hence

̺
(
n−1

3 (ζ, v), h−1∞
)

=

=
∣∣∣14 |X2|2 + Z2 + 1

4 |X3|2 − Z3 + ζ − 1
2β2(v,X3) + 1

2β2(−X3 + v,X2)
∣∣∣
1/2

=
∣∣∣14 |X2|2 + 1

4 |X3|2 + Z2 − Z3 + ζ − 1
2β2(v,X3) − 1

2β2(X3,X2)+

+ 1
2β2(v,X2)

∣∣∣
1/2

=
∣∣∣14 |X2|2 + 1

4 |X3|2 + Z2 − Z3 + ζ − 1
2β2(X3,X2) + 1

2β2(v,X2 −X3)
∣∣∣
1/2

= ̺
(
(ζ, v), n3h

−1n−1
3 ∞

)
.

Since R(h) = R
(
ghg−1

)
, the claim follows for this case.

Finally suppose that g = m2 = (ϕ,ψ) and set n′j :=
(
1, ϕ(Zj), ψ(Xj)

)
for

j ∈ {1, 2}. Lemma 2.2.13 shows that

ghg−1 = m2n1σmatn2m
−1
2 = n′1m2σmatm

−1
2 n′2 = n′1σm

−1
2 mm−1

2 atn
′
2.

From this it follows that R(h) = R
(
m2hm

−1
2

)
and further that

̺
(
(ζ, v), (ghg−1)−1∞

)
=
∣∣∣ 14 |ψ(X2)|2 + ϕ(Z2) + ζ + 1

2β2(v, ψ(X2))
∣∣∣
1/2
.

From Lemma 2.2.13 it follows that

̺
(
(ζ, v), (ghg−1)−1∞

)
=
∣∣∣ 14 |X2|2 + ϕ(Z2) + ζ + 1

2ϕ
(
β2(ψ

−1(v),X2)
)∣∣∣

1/2
.

On the other side we calculate

̺
(
g−1(ζ, v), h−1∞

)
= ̺
(
(ϕ−1(ζ), ψ−1(v)), h−1∞

)

=
∣∣∣ 14 |X2|2 + Z2 + ϕ−1(ζ) + 1

2β2(ψ
−1(v),X2)

∣∣∣
1/2

=
∣∣∣ 14 |X2|2 + ϕ(Z2) + ζ + 1

2ϕ
(
β2(ψ

−1(v),X2)
)∣∣∣

1/2

= ̺
(
(ζ, v), gh−1g−1∞

)
.
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2.2. H-coordinates, Cygan metric, and isometric spheres

Thus, also in this case we have gI(h) = I
(
ghg−1

)
, g ext I(h) = ext I

(
ghg−1

)

and g int I(h) = int I
(
ghg−1

)
. This completes the proof.

An immediate corollary of Lemma 2.2.14 is the following assertion.

Corollary 2.2.15. Let Γ be a subgroup of G and g ∈ Γ∞. Then

g
⋂

h∈ΓrΓ∞

ext I(h) =
⋂

h∈ΓrΓ∞

ext I(h)

and

g
⋃

h∈ΓrΓ∞

int I(h) =
⋃

h∈ΓrΓ∞

int I(h).

Lemma 2.2.16. Let z ∈ D and g ∈ GrG∞. Then

ht(z) =

(
̺(z, g−1∞)

R(g)

)4

ht(gz).

Proof. Suppose that z = (ζ, v) and g = n1σmatn2 with nj = (1, Zj ,Xj) and
m = (ϕ,ψ). We first evaluate ht(gz). Set

x :=
[
ϕ
(

1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
)]−1

.

By (2.2) we have

ht(gz) = Re
(

1
4 |X1|2 + Z1 + xt−1 − 1

2t
−1β2

(
xψ(X2 + v),X1

))

− 1
4

∣∣∣X1 − xt−1/2ψ(X2 + v)
∣∣∣
2

= 1
4 |X1|2 + t−1 Re(x) − 1

2t
−1/2 Reβ2

(
xψ(X2 + v),X1

)

− 1
4

∣∣∣X1 − xt−1/2ψ(X2 + v)
∣∣∣
2

= 1
4 |X1|2 + t−1 Re(x) − 1

2t
−1/2 Reβ2

(
xψ(X2 + v),X1

)

− 1
4 |X2|2 − 1

4 |x|2t−1|ψ(X2 + v)|2 + 1
2

〈
X1, xt

−1/2ψ(X2 + v)
〉
.

Now Lemma 1.5.3 states that

t−1/2 Re β2

(
xψ(X2+v),X1

)
= t−1/2 〈xψ(X2 + v),X1〉 =

〈
X1, xt

−1/2ψ(X2 + v)
〉
.

Therefore

ht(gz) = t−1 Re(x) − 1
4 |x|2t−1|X2 + v|2 = t−1|x|2

[
Re(|x|−2x) − 1

4 |X2 + v|2
]
.

Since Reϕ(η) = Re η for each η ∈ C, it follows that

Re
(
|x|−2x

)
= Re

(
x−1

)
= Re

(
x−1

)
= Re

(
x−1

)

= Re
(

1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
)

= 1
4 |X2|2 + Re ζ + 1

2 Re β2(v,X2)

= 1
4 |X2|2 + Re ζ + 1

2〈v,X2〉
= 1

4 |X2 + v|2 + Re ζ − 1
4 |v|2.
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2. Isometric fundamental regions

Thus,
ht(gz) = t−1|x|2

(
Re ζ − 1

4 |v|2
)

= t−1|x|2 ht(z).

Lemma 2.2.9 shows that

̺
(
(ζ, v), g−1∞

)
=
∣∣ 1
4 |X2|2 + Z2 + ζ + 1

2β2(v,X2)
∣∣1/2 = |x|−1/2.

Since R(g) = t−1/4, we have

ht(z) = t|x|−2 ht(gz) =

(
̺(z, g−1∞)

R(g)

)4

ht(gz).

This completes the proof.

2.3. Fundamental region

A subset Y of a metric space X is a fundamental region in X for a group Γ of
isometries on X if and only if it satisfies the following properties:

(F1) The set Y is open in X.

(F2) The members of {gY | g ∈ Γ} are mutually disjoint.

(F3) X =
⋃{gY | g ∈ Γ}.

If, in addition, Y is connected, then it is a fundamental domain for Γ in X.

Remark 2.3.1. There are various (non-equivalent) definitions of fundamental re-
gions and fundamental domains in the literature. The definition above seems to
be quite common, it is taken from [Rat06, p. 234]. The group Γ must necessarily
be discrete to have a fundamental region [Rat06, Thm 6.5.3].

Definition 2.3.2. A subgroup Γ of G is said to be of type (O) if

⋂

g∈ΓrΓ∞

ext I(g) = D
∖ ⋃

g∈ΓrΓ∞

int I(g).

Suppose that S is a subset of G and let 〈S〉 denote the subgroup of G generated
by S. Then S is said to be of of type (F), if for each z ∈ D the maximum of the
set {

ht(gz)
∣∣ g ∈ 〈S〉

}

exists.

Remark 2.3.3. Let Γ be a subgroup of G and suppose that the set

{int I(g) | g ∈ ΓrΓ∞}

of interiors of all isometric spheres is locally finite. Then

⋃

g∈ΓrΓ∞

int I(g) =
⋃

g∈ΓrΓ∞

int I(g).
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2.3. Fundamental region

by [vQ79, Hilfssatz 7.14]. Lemma 2.2.10(iii) implies that

∁


 ⋃

g∈ΓrΓ∞

int I(g)


 = ∁

⋃

g∈ΓrΓ∞

int I(g) =
⋂

g∈ΓrΓ∞

∁int I(g) =
⋂

g∈ΓrΓ∞

ext I(g).

Hence, if the set of interiors of isometric spheres is locally finite, then Γ is of
type (O).

Theorem 2.3.4. Let Γ be a subgroup of G of type (O) such that ΓrΓ∞ is of
type (F). Suppose that F∞ is a fundamental region for Γ∞ in D satisfying

F∞ ∩
⋂

g∈ΓrΓ∞

ext I(g) = F∞ ∩
⋂

g∈ΓrΓ∞

ext I(g).

Then
F := F∞ ∩

⋂

g∈ΓrΓ∞

ext I(g)

is a fundamental region for Γ in D. If, in addition, F∞ is connected, then F is
a fundamental domain for Γ in D.

Proof. Since Γ is of type (O), the set
⋂{ext I(g) | g ∈ ΓrΓ∞} is open. Further

F∞ is open as a fundamental region for Γ∞ in D. Thus, F is open. For the
proof of (F2) let z ∈ F and g ∈ Γr{id}. If g ∈ Γ∞, then gz /∈ F∞ since F∞
satisfies (F2) for Γ∞. If g ∈ ΓrΓ∞, then z ∈ ext I(g). Lemma 2.2.12 states that
gz ∈ int I

(
g−1
)

and thus gz /∈ ext I
(
g−1
)
. A fortiori, gz /∈ ⋂h∈ΓrΓ∞

ext I(h).
Therefore, in each case, gz /∈ F .

It remains to prove that D ⊆ Γ · F . To that end let z ∈ D. Since ΓrΓ∞ is of
type (F), the set 〈ΓrΓ∞〉z contains an element of maximal height, say w. This
means in particular that for all h ∈ ΓrΓ∞ we have

ht(w) ≥ ht(hw). (2.3)

We claim that w ∈ ⋂
{
ext I(g)

∣∣ g ∈ ΓrΓ∞
}

=: A. For contradiction assume
that w /∈ A. From Prop. 2.2.11 it follows that

w ∈ ∁A =
⋃

g∈ΓrΓ∞

int I(g).

Hence we find h ∈ ΓrΓ∞ such that w ∈ int I(h). Then Lemma 2.2.16 implies
that

ht(hw) =

(
R(h)

̺
(
w, h−1∞

)
)4

ht(w) > ht(w),

which contradicts (2.3). Thus, w ∈ A.

Since F∞ satisfies (F3) for Γ∞, there is h ∈ Γ∞ such that hw ∈ F∞. Cor. 2.2.15
implies that hw ∈ A. Finally

hw ∈ F∞ ∩A = F∞ ∩
⋂

g∈ΓrΓ∞

ext I(g) = F .
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2. Isometric fundamental regions

This shows that F is a fundamental region for Γ in H. For each g ∈ ΓrΓ∞, the
set ext I(g) is connected. Hence, if F∞ is connected, then F is connected. This
completes the proof.

In the proof of Theorem 2.3.4 we proved the following corollary.

Corollary 2.3.5. Under the hypotheses of Theorem 2.3.4 we have

Γ∞ · F =
⋂

g∈ΓrΓ∞

ext I(g).

The next corollary is a special case of Theorem 2.3.4.

Corollary 2.3.6. Let Γ be a subgroup of G of type (O) and Γ∞ = {id}. Further
suppose that ΓrΓ∞ is of type (F). Then

F :=
⋂

g∈ΓrΓ∞

ext I(g)

is a fundamental region for Γ in D.
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3. Projective models

The purpose of this section is to show that the existing definitions of isometric
spheres and results concerning the existence of isometric fundamental regions
in literature are essentially covered by the definitions and results in Sec. 2. The
reason for the reservation towards a confirmation to cover all existing definitions
and results is twofold: On the one hand the auther cannot guarantee to be aware
of all existing results. On the other hand, at least for real hyperbolic plane, the
literature contains non-equivalent definitions of isometric spheres. Moreover,
the existence results of isometric fundamental regions by Ford are proved for a
weaker notion of fundamental region than that used by us. Sec. 3.5 contains a
detailed discussion of the latter issues.

Let (C, V, J) be a J2C-module structure. In Sec. 3.1 we introduce the structure
of division algebras on C following [KR05] and [KR]. For C being an associa-
tive division algebra, we redo, in Sec. 3.2, the classical projective construction
of hyperbolic spaces in terms of the J2C-module structure. A substantial part
of Sec. 3.2 we spend on a detailed study of the relation between the isometry
group G of the symmetric space and the natural “matrix” group on the projec-
tive space. This investigation will show that the matrix group is isomorphic to a
certain subgroup Gres of G. In Sec. 3.3 we use these results to provide a charac-
terization of the isometric sphere of g ∈ Gres via a cocycle. In Sec. 3.4 we prove
that a special class of subgroups Γ of Gres are of type (O) with ΓrΓ∞ being
of type (F) and use Theorem 2.3.4 to show the existence of an isometric funda-
mental domain for Γ. Finally, in Sec. 3.5, we bring together these investigations
for a comparison with the existing literature.

3.1. Division algebras induced by J2C-module structures

Let (C, V, J) be a J2C-module structure. Suppose that V 6= {0} and fix an
element v ∈ V r{0}. Condition (M3) shows that for each pair (ζ, η) ∈ C × C
there exists (at least one) element τ ∈ C such that

J(ζ, J(η, v)) = J(τ, v).

We claim that τ is uniquely determined by (ζ, η) and v. Suppose that we have
τ1, τ2 ∈ C such that

J(τ1, v) = J(ζ, J(η, v)) = J(τ2, v).

Then J(τ1 − τ2, v) = 0 and by (M2)

|τ1 − τ2| · |v| = |J(τ1 − τ2, v)| = 0.

43



3. Projective models

Since |v| 6= 0, it follows that |τ1 − τ2| = 0 and hence τ1 = τ2. Hence, each choice
v ∈ V r{0} equips C with a multiplication ·v : C × C → C via

ζ ·v η := τ ⇔ J(ζ, J(η, v)) = J(τ, v).

Equation (1.9) shows that the inverse of ζ ∈ Cr{0} is ζ−1 = |ζ|−2ζ, independent
of the choice of v ∈ V r{0}.
The following properties of (C, ·v) are shown in [KR].

Proposition 3.1.1 (Prop. 1.1 and Cor. 1.5 in [KR]).

(i) For each v ∈ V r{0}, the Euclidean vector space C with the multiplication
·v is a normed, not necessarily associative, division algebra.

(ii) The multiplication ·v on C is independent of the choice of v ∈ V r{0} if
and only if (C, ·v) is associative for one (and hence for all) v.

We call the J2C-module structure (C, V, J) associative if (C, ·v) is associative
for some (and hence each) v ∈ V r{0} and otherwise non-associative. If (C, ·v)
is associative, we will eliminate the subscript v of the multiplication ·v.
Remark 3.1.2. Only associative J2C-module structures are modules in the sense
of [Bou98].

Remark 3.1.3. Suppose that (C, V, J) is an associative J2C-module structure.
Their classification in [KR05, Sec. 4] shows that C is real or complex or quater-
nionic numbers.

3.2. Projective construction in the associative cases

Throughout let (C, V, J) be an associative J2C-module structure. The classical
projective construction of real, complex and quaternionic hyperbolic n-space
starts with a non-degenerate, indefinite C-sesquilinear hermitian form Φ of sig-
nature (n, 1) on E := Cn+1, singles out the set of so-called Φ-negative vectors
and considers the subspace of C-projective space of E defined by the set of
Φ-negative vectors. Endowed with a certain Riemannian metric, this space be-
comes a rank one Riemannian symmetric space of noncompact type.

In Sec. 3.2.1 we recall the notion of C-sesquilinear hermitian forms and show
the existence of an orthonormal C-basis of V . This allows us to define the
C-projective space PC(E) and its differential structure in Sec. 3.2.2. Here we
introduce the notion of Φ-negative, Φ-zero and Φ-positive vectors and prove
that the boundary of the projective space PC

(
E−(Φ)

)
of Φ-negative vectors is

the projective space of Φ-zero vectors. In Sec. 3.2.3 we specialize to two non-
degenerate, indefinite C-sesquilinear hermitian forms Ψ1 and Ψ2. The manifold
PC
(
E−(Ψ1)

)
is canonically related to the ball model B. The Siegel domain

model, which is the model D up to a scaling in the V -coordinate, will be seen
to be a natural space of representatives of PC

(
E−(Ψ2)

)
. We investigate the

relation between C-linear maps on E preserving the form Ψj and isometries of
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3.2. Projective construction in the associative cases

the symmetric space B. It will turn out that the projective group of these linear
maps is isomorphic to a subgroup of the isometry group of B, which we can
explicitly characterize.

3.2.1. C-sesquilinear hermitian forms

Definition 3.2.1. Let M be a (left) C-module and Φ: M ×M → C a map.
Then Φ is said to be a C-sesquilinear hermitian form if Φ is C-hermitian and
C-linear in the first variable, that is, if the following properties are satisfied:

(SH1) Φ(ζ1x1+ζ2x2, y) = ζ1Φ(x1, y)+ζ2Φ(x2, y) for all ζ1, ζ2 ∈ C and x, y ∈M ,

(SH2) Φ(x, y) = Φ(y, x) for all x, y ∈M .

A C-sesquilinear hermitian form Φ is called non-degenerate if Ψ(m1, ·) = 0
implies that m1 = 0. It is called indefinite, if there exist m1,m2 ∈M such that
Φ(m1,m1) < 0 and Φ(m2,m2) > 0.

Proposition 3.2.2. The map β1 : C×C → C, β1(x, y) := xy, is C-sesquilinear
hermitian. Further Re β1(x, y) = 〈x, y〉 for all x, y ∈ C.

Proof. Obviously, β1 is R-bilinear. For each y ∈ C, the C-linearity of β1(·, y) is
exactly the left-sided distribution law of the division algebra C. To show (SH2)
let x, y ∈ C. Then Jyx = JyJx. From (1.7) it follows that

Jyx = J∗
yx = J∗

xJ
∗
y = JxJy = Jxy.

Therefore
β1(x, y) = xy = yx = β1(y, x).

This completes the proof that β1 is C-sesquilinear hermitian. For each x ∈ C
we have β1(x, x) = xx = |x|2 by (1.8). Then polarization of β1(x, x) = |x|2 over
R implies the remaining statement.

Remark 3.2.3. An immediate consequence of Proposition 3.2.2 is that conjuga-
tion and multiplication in C anticommute, i. e., x y = yx for all x, y ∈ C. In
particular, for a C-sesquilinear hermitian form Φ on the C-module M we have

Φ(m1, ζm2) = Φ(m1,m2)ζ

for allm1,m2 ∈M and all ζ ∈ C. Moreover, for each m ∈M we have Φ(m,m) =
Φ(m,m) and therefore Φ(m,m) ∈ R.

Lemma 3.2.4. For all ζ, η, ξ ∈ C we have 〈ζ, ξη〉 = 〈ξζ, η〉.

Proof. Let v ∈ V r{0}. Using (1.6) and (1.7) we find

2〈ζ, ξη〉|v|2 = 2〈ζv, ξηv〉 = 2〈ξζv, ηv〉 = 2〈ξζ, η〉|v|2,

hence 〈ζ, ξη〉 = 〈ξζ, η〉.
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3. Projective models

Proposition 3.2.5. The map β2 : V × V → C is C-sesquilinear hermitian.

Proof. Because of Prop. 1.5.2 it remains to show that β2 is C-linear in the first
variable. Let v, u ∈ V and ζ ∈ C. Lemma 3.2.4 and (1.7) yield that for all
η ∈ C we have

〈ζβ2(v, u), η〉 = 〈β2(v, u), ζη〉 = 〈ζηu, v〉 = 〈ηu, ζv〉 = 〈β2(ζv, u), η〉.

Hence ζβ2(v, u) = β2(ζv, u).

Definition 3.2.6. A finite sequence (v1, . . . , vn) in V is called an orthonormal
C-basis of V if

(CON1) |vj | = 1 for each j ∈ {1, . . . , n},

(CON2) for each pair (i, j) ∈ {1, . . . , n}2, i 6= j, the sets Cvi and Cvj are
orthogonal,

(CON3) if we use for each j ∈ {1, . . . , n} the bijection C → Cvj, ζ 7→ ζvj to
equip Cvj with the structure of an Euclidean vector space and a C-
module, then V is isomorphic as C-module and Euclidean vector space
to the direct sum

⊕n
j=1Cvj of the Euclidean spaces and C-modules

Cvj, j = 1, . . . , n.

The following lemma states that V is a free C-module.

Lemma 3.2.7. There is an orthonormal C-basis of V .

Proof. Clearly, one finds a sequence (v1, . . . , vn) in V which satisfies (CON1)
and (CON2) such that V is isomorphic as Euclidean vector space to the direct
sum

⊕n
j=1Cvj. From Prop. 3.2.5 and 1.5.2 it follows that

ψ :

{
V → ⊕n

j=1Cvj
v 7→ ∑n

j=1 β2(v, vj)vj

is an isomorphism (of Euclidean vector spaces) from V to
⊕n

j=1Cvj. Let v ∈ V ,
η ∈ C and suppose that v is isomorphic to (ζ1v1, . . . , ζnvn) ∈

⊕n
j=1Cvj. Then

ψ(ηv) =
n∑

j=1

β2(ηv, vj)vj =
n∑

j=1

(
ηβ2(v, vj)

)
vj = η

( n∑

j=1

β2(v, vj)vj

)
= ηψ(v).

This shows that ψ is indeed an isomorphism of C-modules.

3.2.2. The C-projective space PC(E)

Let W := C⊕V be the Euclidean direct sum of C and V and let E := C⊕W =
C ⊕ C ⊕ V be that of C and W . Consider the map

· :
{

C × E → E(
τ, (ζ, η, v)

)
7→ (τζ, τη, τv).
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3.2. Projective construction in the associative cases

Since (C, V, J) is associative and hence σ(τv) = (στ)v for each v ∈ V and all
σ, τ ∈ C (or equivalently, since the definition of the product in C does not
depend on the choice of v ∈ V r{0}, see Prop. 3.1.1), E becomes a C-module.
Since V is a free C-module by Lemma 3.2.7, also E is a free C-module.

Two elements z1, z2 of Er{0} are called equivalent (z1 ∼ z2) if there is τ ∈ C
such that

τz1 = z2.

Note that τ is actually in Cr{0}. Then E being a C-module guarantees that
∼ is an equivalence relation on Er{0}. The C-projective space PC(E) of E is
defined as the set of equivalence classes of ∼,

PC(E) :=
(
Er{0}

)
/∼,

endowed with the induced topology and the differential structure generated by
the following (standard) charts: Let {v1, . . . , vn−1} be an orthonormal C-basis of
V . Then E is isomorphic to Cn+1 both as Euclidean vector space and C-module.
For each j = 1, . . . , n+ 1 the set

Uj :=
{
[(ζ1, . . . , ζn+1)] ∈ PC(E)

∣∣ ζj 6= 0
}

is open, and the maps ϕj : Uj → Cn

ϕj
(
[(ζ1, . . . , ζn+1)]

)
:= ζ−1

j (ζ1, . . . , ζ̂j, . . . , ζn+1)

are pairwise compatible in the sense that they are real differentiable (they are
not C-differentiable unless C is commutative). Here, ζ̂j means that ζj is omitted,

hence (ζ1, . . . , ζ̂j , . . . , zn+1) = (ζ1, . . . , ζj−1, ζj+1, . . . , ζn+1) ∈ Cn. Obviously, the
differential structure is independent from the choice of the orthonormal C-basis
of V , and PC(E) is a real smooth manifold of dimension n · dimRC.

Let Φ be a C-sesquilinear hermitian form Φ on E. Recall from Remark 3.2.3
that Φ(z, z) ∈ R for each z ∈ E. Suppose that q is its associated quadratic form,
that is

q :

{
E → R
z 7→ Φ(z, z).

Then we define the following sets:

E−(Φ) := q−1
(
(−∞, 0)

)
the set of Φ-negative vectors,

E0(Φ) := q−1(0)r{0} the set of Φ-zero vectors, and

E+(Φ) := q−1
(
(0,∞)

)
the set of Φ-positive vectors.

We note that for each τ ∈ C and z ∈ Er{0} we have

q(τz) = Φ(τz, τz) = τΦ(z, z)τ = Φ(z, z)ττ = q(z)|τ |2. (3.1)

Lemma 3.2.8. Let Φ be a C-sesquilinear hermitian form on E. The set PC(E)
equals the disjoint union PC

(
E−(Φ)

)
∪ PC

(
E0(Φ)

)
∪ PC

(
E+(Φ)

)
.
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3. Projective models

Proof. Clearly, PC(E) = PC
(
E−(Φ)

)
∪ PC

(
E0(Φ)

)
∪ PC

(
E+(Φ)

)
. Hence it re-

mains to prove that this union is disjoint. Suppose that q denotes the quadratic
form associated with Φ. If we assume for contradiction that

PC
(
E−(Φ)

)
∩ PC

(
E0(Φ)

)
6= ∅,

then there are equivalent z1, z2 ∈ Er{0} such that q(z1) < 0 and q(z2) = 0.
But then there is τ ∈ Cr{0} such that

0 = q(z2) = q(τz1) = |τ |2q(z1) < 0,

which is a contraction. Hence PC
(
E−(Φ)

)
∩ PC

(
E0(Φ)

)
= ∅. Analogously we

see that PC
(
E−(Φ)

)
∩ PC

(
E+(Φ)

)
= ∅ and PC

(
E+(Φ)

)
∩ PC

(
E0(Φ)

)
= ∅.

Let GLC(E) be the group of all C-linear invertible maps E → E. For a C-
sesquilinear hermitian form Φ on E we set

U(Φ, C) :=
{
g ∈ GLC(E)

∣∣ ∀ z1, z2 ∈ E : Φ(gz1, gz2) = Φ(z1, z2)
}
.

This subgroup of GLC(E) will be of special importance in the next sections.

Let π : Er{0} → PC(E) denote the projection on the equivalence classes. Since
Cr{0} acts homeomorphically on Er{0}, the projection π is open. Further π
is continuous by the definition of the topology on PC(E).

Proposition 3.2.9. Let Φ: E × E → C be a C-sesquilinear hermitian form,
which is indefinite and non-degenerate. Then

∂PC
(
E−(Φ)

)
= PC

(
E0(Φ)

)
.

Proof. Let U ⊆ PC
(
E−(Φ)

)
. All complements, closures, interiors, and bound-

aries of subsets of Er{0} are taken in Er{0}. At first we show that

∁π
(
∁∂π−1(U)

)
= ∂U. (3.2)

To that end let M := π−1(U). Then ∁M = π−1
(
∁U
)
. From π being open and

continuous it follows that (∁U)◦ = π
(
(∁M)◦

)
. This yields

π
(
∁M
)

= π
((

∁M
)◦)

=
(
∁U
)◦

= ∁U,

hence ∁π(∁M ) = U . Again from π being open and continuous we get U◦ =
π (M◦). Therefore

∁π
(
∁∂π−1(U)

)
= ∁π

(
∁∂M

)

= ∁π
(
∁
(
M ∩ ∁M◦))

= ∁
(
π
(
∁M
)
∪ π (M◦)

)

= ∁π
(
∁M

)
∩ ∁π (M◦)

= U ∩ ∁U◦ = ∂U.

Let q denote the quadratic form associated to Φ. Then q is smooth. Since Φ
is nondegenerate, 0 is a regular value for q|Er{0}. Hence E0(Φ) = q−1(0)r{0}
is the boundary of the bounded submanifold q−1((−∞, 0])r{0} and therefore
also of E−(Φ) = q−1((−∞, 0)). Then the statement follows from (3.2) and
Lemma 3.2.8 with U := PC

(
E−(Φ)

)
.
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3.2. Projective construction in the associative cases

3.2.3. The C-hyperbolic spaces PC(E−(Ψ1)) and PC(E−(Ψ2))

We define two specific non-degenerate, indefinite C-sesquilinear hermitian forms
Ψ1 and Ψ2 and consider the manifolds PC

(
E−(Ψj)

)
defined in Sec. 3.2.2. For

each space we choose a set of representatives and a Riemannian metric on it such
that PC

(
E−(Ψ1)

)
is essentially the ball model from Sec. 1.4.2 and PC

(
E−(Ψ2)

)

becomes the Siegel domain model for hyperbolic space, which is essentially the
model D from Sec. 1.4.1. Recall that G denotes the full isometry group of B
resp. D and let Z(Ψj, C) be the center of U(Ψj, C). The purpose of this section
is to establish a natural and explicit isomorphism between the quotient group
PU(Ψj , C) := U(Ψj, C)/Z(Ψj , C) and a subgroup Gres of G. Moreover, we will
explicitly characterize Gres. In Sec. 3.3, the isomorphism is used to show that
the definition of isometric spheres in literature is subsumed by our definition.

The closed unit ball B in W = C ⊕ V is a canonical set of representatives

for PC
(
E−(Ψ1)

)
. We define a Riemannian metric on B, which, up to a multi-

plicative factor of 4, is identical to (1.10). Taking advantage of (C, V, J) being
associative, the formula for the Riemannian metric simplifies considerably in
comparison with (1.10). Each element of U(Ψ1, C) induces a map on B. The
explicit and easy to handle expression for the Riemannian metric on B allows
to show that each induced map is an isometry. Moreover, we can show that
precisely the elements of Z(Ψ1, C) induce the identity on B. Hence PU(Ψ1, C)
is isomorphic to a subgroup Gres of G. For a characterization of this subgroup,
we will switch to the manifold PC

(
E−(Ψ2)

)
. As before, we choose a natural

set H of representatives for PC
(
E−(Ψ2)

)
resp. a set H

g
of representatives for

PC
(
E−(Ψ2)

)
. There are two canonical ways to define a Riemannian metric on

H.

On the one hand, the space H resp. H
g

is a linear rescaling of D resp. D
g

in the
V -coordinate, which allows to endow H with the Riemannian metric from D.
Then H

g
becomes the geodesic closure of H. On the other hand, there exists

an element T ∈ GLC(E) such that Ψ2 ◦ (T × T ) = Ψ1. The map T factors
to a diffeomorphism between H and B resp. between H

g
and B. Hence we

can endow H with the pull-back of the Riemannian metric of B via T as well.
Since this diffeomorphism turns out to be the Cayley transform, one easily sees
that both canonical Riemannian metrics on H are essentially the same. Then
PU(Ψ2, C) is isomorphic to Gres and the explicit formulas for the action of an
element g ∈ G on D from Sec. 1.6 translate to H without effort, preserving their
simple structure. In turn, we are able to characterize the group Gres in G, and
to give explicit representatives in U(Ψ2, C) for each element g ∈ Gres. We will
see that for real hyperbolic spaces the group Gres is all of G, but for complex
and quaternionic hyperbolic spaces Gres is a strict subgroup of G.

Let β3 : W ×W → C be the sum of β1 and β2, hence

β3

(
(η1, v1), (η2, v2)

)
:= β1(η1, η2) + β2(v1, v2).
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3. Projective models

Then we define the maps Ψj : E × E → C (j = 1, 2) by

Ψ1

(
(ζ1, η1, v1), (ζ2, η2, v2)

)
:= −β1(ζ1, ζ2) + β1(η1, η2) + β2(v1, v2)

= −β1(ζ1, ζ2) + β3

(
(η1, v1), (η2, v2)

)

and

Ψ2

(
(ζ1, η1, v1), (ζ2, η2, v2)

)
:= −β1(ζ1, η2) − β1(η1, ζ2) + β2(v1, v2).

Let qj denote the associated quadratic forms. Then for all (ζ, w) = (ζ, η, v) ∈ E
we have

q1
(
(ζ, w)

)
= q1

(
(ζ, η, v)

)
= −|ζ|2 + |η|2 + |v|2 = −|ζ|2 + |w|2.

Moreover, employing Prop 3.2.2, it follows that

q2
(
(ζ, η, v)

)
= −β1(ζ, η) − β1(η, ζ) + |v|2

= −
(
β1(ζ, η) + β1(ζ, η)

)
+ |v|2

= −2Reβ1(ζ, η) + |v|2 = −2〈ζ, η〉 + |v|2.
Lemma 3.2.10. For j = 1, 2, the map Ψj is a C-sesquilinear hermitian form
on E which is non-degenerate and indefinite.

Proof. Propositions 3.2.2 and 3.2.5 imply that Ψj is C-sesquilinear hermitian.
Let (ζ, η, v) ∈ E such that for all (σ, τ, u) ∈ E we have

Ψ1

(
(ζ, η, v), (σ, τ, u)

)
= 0.

Prop. 3.2.2 and Prop. 1.5.2 show that

0 = Ψ1

(
(ζ, η, v), (0, η, v)

)
= β1(η, η) + β2(v, v) = |η|2 + |v|2.

Hence (η, v) = (0, 0). Further

0 = Ψ1

(
(ζ, η, v), (ζ, 0, 0)

)
= −β1(ζ, ζ) = −|ζ|2,

and therefore ζ = 0. This shows that Ψ1 is non-degenerate. Suppose now that
(ζ, η, v) ∈ E such that for all (σ, τ, u) ∈ E we have

Ψ2

(
(ζ, η, v), (σ, τ, u)

)
= 0.

Then
0 = Ψ2

(
(ζ, η, v), (0, 0, v)

)
= |v|2

and therefore v = 0. Moreover,

0 = Ψ2

(
(ζ, η, v), (0, ζ, 0)

)
= −|ζ|2.

Thus ζ = 0 and analogously η = 0. Hence Ψ2 is non-degenerate. Finally, for
v ∈ V r{0},

q1
(
(1, 0, 0)

)
= −1 and q1

(
(0, 0, v)

)
= |v|2 > 0,

q2
(
(1, 1, 0)

)
= −2 and q2

(
(0, 0, v)

)
= |v|2 > 0.

Therefore, Ψ1 and Ψ2 are indefinite.
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Set of representatives for PC(E−(Ψ1))

Proposition 3.2.9 shows that for j ∈ {1, 2} we have

PC
(
E−(Ψj)

)
= PC

(
E−(Ψj)

)
∪ PC

(
E0(Ψj)

)
.

If z = (ζ, w) ∈ E−(Ψ1) ∪ E0(Ψ1), then ζ 6= 0. Therefore the element [z] ∈
PC
(
E−(Ψ1)

)
∪ PC

(
E0(Ψ1)

)
is represented by (1, ζ−1w), and this is the unique

representative of the form (1, ∗). If z ∈ E−(Ψ1), then

0 > q1
(
1, ζ−1w

)
= −1 + |ζ−1w|2.

This shows that 1 > |ζ−1w|2. Conversely, if w ∈W with |w|2 < 1, then [(1, w)]
is an element of PC

(
E−(Ψ1)

)
. Recall the unit ball B = {w ∈ W | |w| < 1} in

W . Then PC
(
E−(Ψ1)

)
and B are in bijection via the map

[(ζ, w)] 7→ ζ−1w.

The same argument shows that ∂PC
(
E−(Ψ1)

)
= PC

(
E0(Ψ1)

)
is bijective to ∂B

via the same map. We define τB : PC
(
E−(Ψ1)

)
→ B via

τB
(
[(ζ, w)]

)
:= ζ−1w.

Its inverse is

τ−1
B (w) = [(1, w)].

In comparison with Sec. 3.2.2, we see that PC
(
E−(Ψ1)

)
is a subset of U1 and

τB a restriction of ϕ1. Therefore, τB is a diffeomorphism between the man-
ifolds PC

(
E−(Ψ1)

)
and B, and also between the manifolds with boundary

PC
(
E−(Ψ1)

)
and B.

Riemannian metric on B

Since B is an open subset of the vector space W , we may and shall identify the
tangent space at a point of B with W . We define a Riemannian metric ˜̺ on B
by

˜̺(p)(X,Y ) :=
〈X,Y 〉
1 − |p|2 +

〈β3(X, p), β3(Y, p)〉
(1 − |p|2)2

=
1

(1 − |p|2)2 Re
(
(1 − |p|2)β3(X,Y ) + β1

(
β3(X, p), β3(Y, p)

))

for all p ∈ B and all X,Y ∈ TpB = W . Prop. 3.2.12 below shows that ˜̺
essentially coincides with the Riemannian metric defined in (1.10).

Lemma 3.2.11. Let x, y ∈W . Then β3(x, y) = 0 if and only if y ∈ (Cx)⊥.
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3. Projective models

Proof. Let ζ, η, ξ ∈ C. Proposition 3.2.2 yields

〈ζη, ξ〉 = Re β1

(
ζη, ξ

)
= Re

(
ζη ξ

)
= Re

(
ζξη
)

= Re β1(ζ, ξη) = 〈ζ, ξη〉.

By Riesz’ representation theorem we know that β3(x, y) = 0 if and only if

〈β3(x, y), ξ〉 = 0 for all ξ ∈ C.

Supposing that x = (ζ, v), y = (η, u) ∈ C ⊕ V , it follows from the definitions of
β3, β1, β2 and the inner product on W that

〈β3(x, y), ξ〉 = 〈β1(ζ, η), ξ〉 + 〈β2(v, u), ξ〉 = 〈ζη, ξ〉 + 〈ξu, v〉
= 〈ζ, ξη〉 + 〈v, ξu〉 = 〈ξζ, η〉 + 〈ξv, u〉
= 〈ξx, y〉.

Hence β3(x, y) = 0 if and only if y ∈ (Cv)⊥.

Proposition 3.2.12. The map ˜̺ coincides, up to a factor of 4, with the Rie-
mannian metric given by (1.10) on B.

Proof. For p = 0 and all X,Y ∈ T0B we have

˜̺(0)(X,Y ) = 〈X,Y 〉 = 1
4〈X,Y 〉0−.

Suppose that p = (ζ, v) ∈ Br{0}. We claim that the equivalence class Cp (see
Sec. 1.4.2) coincides with the C-orbit C ·p of p. For ζ = 0 this is obviously true.
Suppose that ζ 6= 0. For each τ ∈ Cr{0}, we have τp = (τζ, τv) and

(τζ)−1(τv) = ζ−1τ−1τv = ζ−1v.

Hence (ζ, v) ∼ (τζ, τv). If τ = 0, then τp = 0 ∈ Cp by definition. Conversely,
suppose that (η, u) ∈ Cpr{0}. Then

ηζ−1p = ηζ−1(ζ, v) =
(
η, ηζ−1v

)
=
(
η, ηη−1u

)
= (η, u).

Thus, (η, u) ∈ C · p. Clearly, 0 ∈ Cp ∩ C · p. This shows that Cp = C · p.
Now let p ∈ Br{0} and X,Y ∈ TpB. Suppose first that X,Y ∈ (Cp)⊥. Then
Lemma 3.2.11 shows that

˜̺(p)(X,Y ) =
〈X,Y 〉
1 − |p|2 = 1

4〈X,Y 〉p−.

Suppose now that X ∈ Cp and Y ∈ (Cp)⊥ (or vice versa). Then

˜̺(p)(X,Y ) =
〈X,Y 〉
1 − |p|2 = 0 = 1

4〈X,Y 〉p−.

Finally suppose thatX,Y ∈ Cp. ThenX = τ1p and Y = τ2p. From Lemma 1.5.3,
Prop. 3.2.2 and 3.2.5 it follows that

〈X,Y 〉 = Reβ3(X,Y ) = Reβ3(τ1p, τ2p) = Re
(
τ1β3(p, p)τ 2

)
= |p|2 Re(τ1τ2)

= |p|2〈τ1, τ2〉.
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3.2. Projective construction in the associative cases

Then

˜̺(p)(X,Y ) =
〈X,Y 〉
1 − |p|2 +

〈β3(τ1p, p), β3(τ2p, p)〉
(1 − |p|2)2

=
|p|2〈τ1, τ2〉
1 − |p|2 +

〈τ1β3(p, p), τ2β3(p, p)〉
(1 − |p|2)2

=
|p|2〈τ1, τ2〉
1 − |p|2 +

|p|4〈τ1, τ2〉
(1 − |p|2)2

=
|p|2〈τ1, τ2〉
(1 − |p|2)2

=
〈X,Y 〉

(1 − |p|2)2 = 1
4〈X,Y 〉p−.

This completes the proof.

Induced Riemannian isometries on B

Let πB := τB ◦ π : E−(Ψ1) → B and suppose that g ∈ U(Ψ1, C). Since g is
C-linear, it induces a (unique) map g̃ on B by requiring the diagram

E−(Ψ1)
g //

πB

��

E−(Ψ1)

πB

��
B

eg // B.

to commute. The next goal is to show that each such induced map is a Rieman-
nian isometry on B.

To simplify proofs we fix an orthonormal C-basis B(V ) := {v1, . . . , vn−1} for V .
Then B(E) := {e1, e2, . . . , en+1}, given by

e1 := (1, 0, 0), e2 := (0, 1, 0)

ek := (0, 0, vk−2) for k = 3, . . . , n+ 1,

is an orthonormal C-basis for E. In the following we will identify each element in
E, W and V , and each map g ∈ U(Ψ1, C) with its representative with respect to
B(E). Since E is a left C-module, the representing vector of z ∈ E is a row, and
the application of a map g ∈ U(Ψ1, C) to z corresponds to the multiplication of
the row vector of z to the matrix of g (and not vice versa, as usually in linear
algebra). Further we use the notation z∗ for z⊤.

Lemma 3.2.13. Let v = (ζ1, . . . , ζn−1), u = (η1, . . . , ηn−1) ∈ V = Cn−1. Then

β2(v, u) =

n−1∑

j=1

ζjηj = vu∗.

Proof. Let vj , vk ∈ B(V ). If j = k, then β2(vj , vk) = |vj|2 = 1. If j 6= k, then vj
is orthogonal to Cvk, hence

〈β2(vj , vk), ξ〉 = 〈ξvk, vj〉 = 0
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for each ξ ∈ C, hence β2(vj , vk) = 0. The claim now follows by C-sesquilinearity
of β2.

Remark 3.2.14. Let g ∈ U(Ψ1, C) and suppose that

g =

(
a b
c⊤ A

)

w. r. t. to B(E), where a ∈ C, b, c ∈ Cn and A ∈ Cn×n. Then the induced map
g̃ : B → B is given by

g̃(p) = (a+ pc⊤)−1(b+ pA). (3.3)

Further, the representing matrix of Ψ1 is
(−1

I

)
. Since g preserves Ψ1, we find

the conditions

(
−1

I

)
=

(
a b
c⊤ A

)(
−1

I

)(
a c
b∗ A∗

)

=

(
−a b
−c⊤ A

)(
a c
b∗ A∗

)

=

(
−|a|2 + |b|2 −ac+ bA∗

−c⊤a+Ab∗ −c⊤c+AA∗

)
(3.4)

on the entries of g.

In Prop. 3.2.15 below we show that the induced map g̃ of g ∈ U(Ψ1, C) is a
Riemannian isometry. The proof consists mainly of a long concentrated calcu-
lation.

Proposition 3.2.15. Let g ∈ U(Ψ1, C). The induced map on B is a Rieman-
nian isometry.

Proof. Let g =
(
a b
c⊤ A

)
∈ U(Ψ1, C) with a ∈ C, b, c ∈ Cn and A ∈ Cn×n. Recall

the induced map g̃ from (3.3) and let p ∈ B and X,Y ∈ TpB. The derivative of
g̃ at p is

g̃′(p)X = −(a+ pc⊤)−1Xc⊤(a+ pc⊤)−1(b+ pA) + (a+ pc⊤)−1XA

= (a+ pc⊤)−1
(
−Xc⊤g̃(p) +XA

)
.

Let X̃ := g̃′(p)X and Ỹ := g̃′(p)Y . We have to show that

˜̺
(
g̃(p)

)(
X̃, Ỹ

)
= ˜̺(p)(X,Y ),

for which we first evaluate some components of

˜̺
(
g̃(p)

)(
X̃, Ỹ

)
=

1
(
1 − |g̃(p)|2

)2 Re
((

1 − |g̃(p)|2
)
β3

(
X̃, Ỹ

)
+ β3

(
X̃, g̃(p)

)
β3

(
g̃(p), Ỹ

))
.
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Since g preserves Ψ1, we have

1 − |p|2 = −Ψ1

(
(1, p), (1, p)

)

= −Ψ1

(
(1, p)g, (1, p)g

)
= |a+ pc⊤|2 − |b+ pA|2

= |a+ pc⊤|2
(
1 − |a+ pc⊤|−2|b+ pA|2

)

= |a+ pc⊤|2
(

1 −
∣∣∣(a+ pc⊤)−1(b+ pA)

∣∣∣
2
)

= |a+ pc⊤|2
(
1 − |g̃(p)|2

)
.

By the expression for the derivatives and the C-sesquilinearity of β3 we have

β3

(
X̃, Ỹ

)
=
(
a+ pc⊤

)−1
β3

(
−Xc⊤g̃(p) +XA,−Y c⊤g̃(p) + Y A

)(
a+ pc⊤

)−1
.

Further

β3

(
−Xc⊤g̃(p) +XA,−Y c⊤g̃(p) + Y A

)
=

=
[
−Xc⊤g̃(p) +XA

] [
−Y c⊤g̃(p) + Y A

]∗

=
[
−Xc⊤g̃(p) +XA

] [
− g̃(p)∗cY ∗ +A∗Y ∗

]

= Xc⊤g̃(p)g̃(p)∗cY ∗ +XAA∗Y ∗ −XAg̃(p)∗cY ∗ −Xc⊤g̃(p)A∗Y ∗.

Now AA∗ = I + c⊤c by (3.4) and g̃(p)g̃(p)∗ = |g̃(p)|2, hence

β3

(
−Xc⊤g̃(p) +XA,−Y c⊤g̃(p) + Y A

)
=

=
(
1 + |g̃(p)|2

)
Xc⊤cY ∗ +XY ∗ −XAg̃(p)∗cY ∗ −Xc⊤g̃(p)A∗Y ∗.

Likewise we have

β3

(
X̃, g̃(p)

)
β3

(
g̃(p), Ỹ

)
=

=
(
a+ pc⊤

)−1
[
−Xc⊤g̃(p) +XA

]
g̃(p)∗g̃(p)

[
−Y c⊤g̃(p) + Y A

]∗ (
a+ pc⊤

)−1
,

where
[
−Xc⊤g̃(p) + XA

]
g̃(p)∗g̃(p)

[
−Y c⊤g̃(p) + Y A

]∗
=

=
[
−Xc⊤g̃(p)g̃(p)∗g̃(p) +XAg̃(p)∗g̃(p)

] [
−g̃(p)∗cY ∗ +A∗Y ∗

]

= |g̃(p)|4Xc⊤cY ∗ − |g̃(p)|2Xc⊤g̃(p)A∗Y ∗ − |g̃(p)|2XAg̃(p)∗cY ∗+

+XAg̃(p)∗g̃(p)A∗Y ∗.

Up to now we have for the term in Re(. . .) the following equality

(
a+ pc⊤

) (
(1 − |g̃(p)|2)β3(X̃, Ỹ ) + β3(X̃, g̃(p))β3(g̃(p), Ỹ )

) (
a+ pc⊤

)

=
(
1 − |g̃(p)|2

) [(
1 + |g̃(p)|2

)
Xc⊤cY ∗ +XY ∗ −XAg̃(p)∗cY ∗

]
−

−
(
1 − |g̃(p)|2

) [
Xc⊤g̃(p)A∗Y ∗

]
+ +|g̃(p)|4Xc⊤cY ∗ − |g̃(p)|2Xc⊤g̃(p)A∗Y ∗−

− |g̃(p)|2XAg̃(p)∗cY ∗ +XAg̃(p)∗g̃(p)A∗Y ∗
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3. Projective models

= Xc⊤cY ∗ − |g̃(p)|4Xc⊤cY ∗ +XY ∗ − |g̃(p)|2XY ∗ −XAg̃(p)∗cY ∗+

+ |g̃(p)|2XAg̃(p)∗cY ∗ −Xc⊤g̃(p)A∗Y ∗ + |g̃(p)|2Xc⊤g̃(p)A∗Y ∗+

+ |g̃(p)|4Xc⊤cY ∗ − |g̃(p)|2Xc⊤g̃(p)A∗Y ∗ − |g̃(p)|2XAg̃(p)∗cY ∗+

+XAg̃(p)∗g̃(p)A∗Y ∗

= Xc⊤cY ∗ +XY ∗ − |g̃(p)|2XY ∗ −XAg̃(p)∗cY ∗ −Xc⊤g̃(p)A∗Y ∗+

+XAg̃(p)∗g̃(p)A∗Y ∗.

We simplify the expression −Ag̃(p)∗c− c⊤g̃(p)A∗ +Ag̃(p)∗g̃(p)A∗. From

g̃(p) =
(
a+ pc⊤

)−1(
b− pA

)
= |a+ pc⊤|−2

(
a+ pc⊤

)∗(
b+ pA

)

it follows that

Ag̃(p)∗g̃(p)A∗ = |a+ pc⊤|−4A(b+ pA)∗
(
a+ pc⊤

)(
a+ pc⊤

)∗
(b+ pA)A∗

= |a+ pc⊤|−2A
(
b∗ +A∗p∗

)
(b+ pA)A∗

= |a+ pc⊤|−2
(
Ab∗ +AA∗p∗

)(
bA∗ + pAA∗)

= |a+ pc⊤|−2 [Ab∗bA∗ +AA∗p∗bA∗ +Ab∗pAA∗ +AA∗p∗pAA∗] .

Using (3.4) we find

|a+ pc⊤|2
(
−Ag̃(p)∗c− c⊤g̃(p)A∗ +Ag̃(p)∗g̃(p)A∗

)
=

= −A(b− pA)∗
(
a+ pc⊤

)
c− c⊤

(
a+ pc⊤

)∗
(b+ pA)A∗ +Ab∗bA∗+

+AA∗p∗bA∗ +Ab∗pAA∗ +AA∗p∗pAA∗

= −A
(
b∗ +A∗p∗

)(
a+ pc⊤

)
c− c⊤

(
a+ cp∗

)
(b+ pA)A∗ +Ab∗bA∗+

+AA∗p∗bA∗ +Ab∗pAA∗ +AA∗p∗pAA∗

=
(
−Ab∗ −AA∗p∗

)(
ac+ pc⊤c

)
−
(
c⊤a+ c⊤cp∗

)(
bA∗ + pAA∗)+

+Ab∗bA∗ +AA∗p∗bA∗ +Ab∗pAA∗ +AA∗p∗pAA∗

= −Ab∗ac−AA∗p∗ac−Ab∗pc⊤c−AA∗p∗pc⊤c− c⊤abA∗ − c⊤cp∗bA∗−
− c⊤apAA∗ − c⊤cp∗pAA∗ +Ab∗bA∗ +AA∗p∗bA∗ +Ab∗pAA∗ +AA∗p∗pAA∗

= Ab∗(−ac+ bA∗) +AA∗p∗(−ac+ bA∗) + (−c⊤a+Ab∗)pAA∗+

+AA∗p∗p(−c⊤c+AA∗) −Ab∗pc⊤c− c⊤abA∗ − c⊤cp∗bA∗ − c⊤cp∗pAA∗

= (I + c⊤c)p∗p− c⊤apc⊤c− c⊤aac− c⊤cp∗ac− c⊤cp∗p(I + c⊤c)

= p∗p− c⊤apc⊤c− |a|2c⊤c− c⊤cp∗ac− c⊤cp∗pc⊤c

= p∗p− c⊤
(
|a|2 + apc⊤ + cp∗a+ cp∗pc⊤

)
c

= p∗p− c⊤
(
a+ pc⊤

)∗(
a+ pc⊤

)
c

= p∗p− |a+ pc⊤|2c⊤c.
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3.2. Projective construction in the associative cases

Plugging this equality in the above formula it follows

(
a+ pc⊤

) ((
1 − |g̃(p)|2

)
β3

(
X̃, Ỹ

)
+ β3

(
X̃, g̃(p)

)
β3

(
g̃(p), Ỹ

)) (
a+ pc⊤

)
=

= |a+ pc⊤|−2
[
|a+ pc⊤|2Xc⊤cY ∗ + |a+ pc⊤|2

(
1 − |g̃(p)|2

)
XY ∗

+Xp∗pY ∗ − |a+ pc⊤|2Xc⊤cY ∗
]

= |a+ pc⊤|−2[
(
1 − |p|2

)
XY ∗ +Xp∗pY ∗]

Let ζ ∈ C. Lemma 1.8 shows

Re
[(
a+ pc⊤

)−1
ζ
(
a+ pc⊤

)−1]
= Re β1

((
a+ pc⊤

)−1
ζ,
(
a+ pc⊤

)−1)

=
〈(
a+ pc⊤

)−1
ζ,
(
a+ pc⊤

)−1
〉

=
〈
ζ,
(
a+ pc⊤

)−1(
a+ pc⊤

)−1
〉

= |a+ pc⊤|−2 Re ζ.

Hence we have

˜̺
(
g̃(p)

)(
X̃, Ỹ

)
=

|a+ pc⊤|4
(
1 − |p|2

)2 |a+ pc⊤|−4 Re
((

1 − |p|2
)
XY ∗ +Xp∗pY ∗)

= ˜̺(p)(X,Y ).

In the following we will determine which elements in U(Ψ1, C) induce the same
isometry on B. We denote the center of C by Z(C) and set

Z1(C) := {a ∈ Z(C) | |a| = 1},

which are the central elements in C of unit length. Further we let Z(Ψ1, C)
denote the center of U(Ψ1, C).

Lemma 3.2.16. We have

Z(Ψ1, C) = {a idE | a ∈ Z1(C)}.

Proof. Clearly, {a idE | a ∈ Z1(C)} ⊆ Z(Ψ1, C). For the converse inclusion
relation let

g =

(
a b
c⊤ A

)
∈ Z(Ψ1, C).

For each d ∈ C, |d| = 1, and each matrix D ∈ Cn×n, DD∗ = I, the matrix

h =

(
d 0
0 D

)

is in U(Ψ1, C). So necessarily,
(
ad bD
c⊤d AD

)
= gh = hg =

(
da db
Dc⊤ DA

)
.
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The left upper entries show that a ∈ Z(C). Choosing different values for d, but
the same (invertible) D, we find b = c = 0. If D runs through all permutation
matrices and all rotation matrices, then we see that A is a diagonal matrix
diag(x, . . . , x), where x ∈ Z(C). By (3.4), |a| = 1 = |x|. Then

g =

(
a 0
0 xI

)
.

Let h =

(
d u
w⊤ B

)
∈ U(Ψ1, C). Then

(
ad au
xw⊤ xB

)
= gh = hg =

(
da ux
w⊤a Bx

)
.

Therefore au = ux = xu. For u 6= 0 it follows that a = x. Hence g = a idE with
a ∈ Z1(C).

Proposition 3.2.17. Let g1, g2 ∈ U(Ψ1, C). Then g1 and g2 induce the same
isometry on B if and only if g1h = g2 for some h ∈ Z(Ψ1, C).

Proof. It suffices to show that exactly the elements in Z(Ψ1, C) induce idB. Let
g ∈ U(Ψ1, C) and suppose that

g =

(
a b
c⊤ A

)

w. r. t. B(E), where a ∈ C, b, c ∈ Cn and A ∈ Cn×n. Then the induced isometry
on B is

g̃ :

{
B → B
p 7→ (a+ pc⊤)−1(b+ pA).

Suppose that g̃ = idB. Then

0 = g̃(0) = a−1b,

which yields that b = 0 and, by (3.4), |a| = 1. Hence

g =

(
a 0
c⊤ A

)
.

Now (3.4) shows that 0 = −ac, which implies that c = 0. Thus,

g̃(p) = a−1pA

for all p ∈ B. Suppose that A = (aij)i,j=1,...,n. Let j ∈ {1, . . . , n} and consider
p = (pi)i=1,...,n with pj = 1

2 and pi = 0 for i 6= j. Then p ∈ B and

p = g̃(p) = 1
2a

−1(aj1, . . . , ajn).

Therefore aij = 0 for i 6= j and ajj = a. This shows that A = aI.
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Now let ζ ∈ C with |ζ| < 1. Then (ζ, 0) ∈ B and therefore

(ζ, 0) = g̃(ζ, 0) = a−1(ζ, 0)a.

Hence aζ = ζa. By scaling, this equality holds for all ζ ∈ C. Thus a ∈ Z1(C),
which shows that g ∈ Z(Ψ1, C). Conversely, each element of Z(Ψ1, C) clearly
induces idB on B.

Let

PU(Ψ1, C) := U(Ψ1, C)/Z(Ψ1, C)

and denote the coset of g ∈ U(Ψ1, C) by [g]. Recall that G is the full isometry
group of B. As before we use the notation g̃ for the isometry on B induced by
g ∈ U(Ψ1, C).

Corollary 3.2.18. The map

jΨ1 :

{
PU(Ψ1, C) → G

[g] 7→ g̃

is a monomorphism of groups.

By Cor. 3.2.18, PU(Ψ1, C) is isomorphic to a subgroup of G. For a characteri-

zation of this subgroup we will work with the space PC
(
E−(Ψ2)

)
.

Set of representatives for PC
(
E−(Ψ2)

)

If z = (ζ, η, v) ∈ E−(Ψ2), then

0 > q2
(
(ζ, η, v)

)
= −2〈ζ, η〉 + |v|2,

which shows that ζ 6= 0. Therefore [z] ∈ PC
(
E−(Ψ2)

)
is represented by

(1, ζ−1η, ζ−1v) and this is the unique representative of the form (1, ∗, ∗). We
note that

0 > q2
(
(1, ζ−1η, ζ−1v)

)
= −2〈1, ζ−1η〉 + |ζ−1v|2 = −2Re(ζ−1η) + |ζ−1v|2,

and therefore

Re(ζ−1η) > 1
2 |ζ−1v|2.

Thus, if we define

H :=
{
(τ, u) ∈ C ⊕ V

∣∣ Re(τ) > 1
2 |u|2

}
,

then

(ζ−1η, ζ−1v) ∈ H.

Conversely, if (τ, u) ∈ H, then [(1, τ, u)] ∈ PC(E−(Ψ2)).
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3. Projective models

If z = (ζ, η, v) ∈ E0(Ψ2), then either ζ 6= 0 or z = (0, η, 0) with η 6= 0. Applying
the previous argumentation we see that the set of elements in PC

(
E0(Ψ2)

)
which

have a representative (ζ, η, v) ∈ E0(Ψ2) with ζ 6= 0 is bijective to

{
(τ, u) ∈ C ⊕ V

∣∣ Re(τ) = 1
2 |u|2

}

via
[(ζ, η, v)] 7→ (ζ−1η, ζ−1v).

In the latter case, [z] is represented by (0, 1, 0). If

H
g

:=
{
(τ, u) ∈ C ⊕ V

∣∣ Re(τ) ≥ 1
2 |u|2

}
∪ {∞}

denotes the closure of H in the one-point compactification (C ⊕ V ) ∪ {∞} of

C ⊕ V , then the map τH : PC
(
E−(Ψ2)

)
→ H

g
,

τH
(
[(ζ, η, v)]

)
:=

{
(ζ−1η, ζ−1v) if ζ 6= 0,

∞ if ζ = 0,

is a bijection with inverse map

τ−1
H (∞) = [(0, 1, 0)] τ−1

H (τ, u) = [(1, τ, u)].

Since τH |PC(E−(Ψ2)) is a restriction of the chart map ϕ1 from Sec. 3.2.2, τH is a
diffeomorphism between PC

(
E−(Ψ2)

)
and H.

Riemannian metric and induced isometries on H

Recall the model D from Sec. 1.4.1. The map

β :





H
g → D

g

∞ 7→ ∞
(ζ, v) 7→ (ζ,

√
2v)

with inverse

β−1 :





D
g → H

g

∞ 7→ ∞
(ζ, v) 7→

(
ζ, 1√

2
v
)

is clearly a diffeomorphism between the manifolds H
g

and D
g

with boundary,
and hence a diffeomorphism between H and D. We endow H with a Riemannian
metric by requiring that β be an isometry.

Let πH := τH ◦ π : E−(Ψ2) → H. As before, each g ∈ U(Ψ2, C) induces a
(unique) map g̃ on H which makes the diagram

E−(Ψ2)
g //

πH

��

E−(Ψ2)

πH

��
H

eg // H
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commutative.

Let Z(Ψ2, C) denote the center of U(Ψ2, C) and set

PU(Ψ2, C) := U(Ψ2, C)/Z(Ψ2, C).

In the following we will use the results from the previous subsections to show
that PU(Ψ2, C) is isomorphic to a subgroup of the full isometry group G of H.

We consider the map

T :

{
E → E

(ζ, η, v) 7→
(

1√
2
(ζ − η), 1√

2
(ζ + η), v

)
.

Then T is C-linear and invertible with inverse map T−1 : E → E,

T−1(ζ, η, v) =
(

1√
2
(ζ + η), 1√

2
(−ζ + η), v

)
.

Lemma 3.2.19. We have Ψ2 ◦ (T × T ) = Ψ1. Further, T
(
E−(Ψ1)

)
= E−(Ψ2)

and T
(
E0(Ψ1)

)
= E0(Ψ2).

Proof. Let (ζ1, η1, v1), (ζ2, η2, v2) ∈ E. Then

Ψ2

(
T (ζ1, η1, v1), T (ζ2, η2, v2)

)
=

= Ψ2

((
1√
2
(ζ1 − η1),

1√
2
(ζ1 + η1), v1

)
,
(

1√
2
(ζ2 − η2),

1√
2
(ζ2 + η2), v2

))

= −β1

(
1√
2
(ζ1 − η1),

1√
2
(ζ2 + η2)

)
− β1

(
1√
2
(ζ1 + η1),

1√
2
(ζ2 − η2)

)
+ β2(v1, v2)

= −1
2

[
β1(ζ1, ζ2) + β1(ζ1, η2) − β1(η1, ζ2) − β1(η1, η2)

]

− 1
2

[
β1(ζ1, ζ2) − β1(ζ1, η2) + β1(η1, ζ2) − β1(η1, η2)

]
+ β2(v1, v2)

= −β1(ζ1, ζ2) + β1(η1, η2) + β2(v1, v2)

= Ψ1

(
(ζ1, η1, v1), (ζ2, η2, v2)

)
.

This shows the claim.

Proposition 3.2.20. The map

λ :

{
U(Ψ1, C) → U(Ψ2, C)

g 7→ T ◦ g ◦ T−1

is an isomorphism with λ
(
Z(Ψ1, C)

)
= Z(Ψ2, C).

Proof. Let g ∈ U(Ψ1, C). Since T ∈ GLC(E), we have λ(g) ∈ GLC(E).
Lemma 3.2.19 shows that

Ψ2 ◦
(
TgT−1 × TgT−1

)
= Ψ2 ◦

(
T × T ) ◦

(
gT−1 × gT−1

)

= Ψ1 ◦
(
g × g

)
◦
(
T−1 × T−1

)
= Ψ1 ◦

(
T−1 × T−1

)

= Ψ2.

Hence λ(g) ∈ U(Ψ2, C). Clearly, λ is an isomorphism of groups and hence
λ
(
Z(Ψ1, C)

)
= Z(Ψ2, C).
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For the proof of the following proposition recall the Cayley transform C : B → D
from Sec. 1.6. For each ζ ∈ Cr{1} we have

(1 − ζ)−1(1 + ζ) = |1 − ζ|−2(1 − ζ)(1 + ζ) = |1 − ζ|−2(1 − ζ + ζ − |ζ|2)
= |1 − ζ|−2(1 + 2 Im ζ − |ζ|2).

Hence

C(ζ, v) = (1 − ζ)−1(1 + ζ, 2v).

Proposition 3.2.21. Let g ∈ U(Ψ2, C). Then the induced map g̃ on H is an
isometry. Further, the map

jΨ2 :

{
PU(Ψ2, C) → G

[g] 7→ g̃

is well-defined and a monomorphism of groups.

Proof. The map T induces the map T̂ : PC
(
E−(Ψ1)

)
→ PC

(
E−(Ψ2)

)
given by

T̂
(
[(ζ, η, v)]

)
=
[(

1√
2
(ζ − η), 1√

2
(ζ + η), v

)]

and the map T̃ : B → H given by

T̃
(
(η, v)

)
= τH

(
T̂ [(1, η, v)]

)
= τH

([
1√
2
(1 − η), 1√

2
(1 + η), v

])

= τH

([
(1, (1 − η)−1(1 + η), (1 − η)−1

√
2v)
])

= (1 − η)−1(1 + η,
√

2v).

Therefore, T̃ = β−1 ◦ C. From Prop. 1.4.4 and Prop. 3.2.12 it follows that
the isometry group of B and that of H are identical. Then Prop. 3.2.15 and
Prop. 3.2.20 imply that for each g ∈ U(Ψ2, C), the induced map g̃ is an isometry
on H. Moreover, Prop. 3.2.20 shows that λ factors to a map

λ̃ : PU(Ψ1, C) → PU(Ψ2, C).

Recall the map jΨ1 from Cor. 3.2.18. Then the diagram

PU(Ψ1, C)

jΨ1 %%JJJJJJJJJJ

eλ // PU(Ψ2, C)

jΨ2zztttttttttt

G

commutes, which completes the proof.
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Lifted isometries

In this section we determine which isometries on H are induced from an element
in U(Ψ2, C). To that end we need explicit formulas for the action of an element
g ∈ G on H, which are provided by the following remark.

Remark 3.2.22. Let g ∈ G. Sec. 1.6 provides the formulas for the action of g on
D. Using the isometry β : H → D, the action of g on H are given by

gH := β−1 ◦ g ◦ β : H → H.

Evaluating this formula, we find the following action laws. For the geodesic
inversion σ we have

σH(ζ, v) = ζ−1(1,−v).
For as ∈ A we get

aHs (ζ, v) =
(
sζ, s1/2v

)
.

For n = (ξ, w) ∈ N it follows

nH(ζ, v) =
(
ζ + ξ + 1

4 |w|2 + β2

(
v, 1√

2
w
)
, 1√

2
w + v

)
.

For m = (ϕ,ψ) ∈M we have

mH(ζ, v) =
(
ϕ(ζ), ψ(v)

)
.

Proposition 3.2.23. A representative of σH in U(Ψ2, C) is

g(ζ, η, v) = (η, ζ,−v).

Proposition 3.2.24. Let as ∈ A. Then

g(ζ, η, v) =
(
s−1/2ζ, s1/2η, v

)

is a representative of as in U(Ψ2, C).

Proof. Obviously, g is C-linear and induces as on B. Further

Ψ2

(
g(ζ1, η1, v1), g(ζ2, η2, v2)

)
= Ψ2

(
(s−1/2ζ1, s

1/2η1, v1), (s
−1/2ζ2, s

1/2η2, v2)
)

= −s−1/2ζ1η2s
1/2 − s−1/2η1ζ2s

1/2 + β2(v1, v2)

= −ζ1η2 − η1ζ2 + β2(v1, v2)

= Ψ2

(
(ζ1, η1, v1), (ζ2, η2, v2)

)
.

Hence g ∈ U(Ψ2, C).

Proposition 3.2.25. Let n = (ξ, w) ∈ N . A representative of n in U(Ψ2, C) is

g(ζ, η, v) =
(
ζ, ζ

(
ξ + 1

4 |w|2
)

+ η + 1√
2
β2(v,w), 1√

2
ζw + v

)
.
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Proof. The map g is clearly C-linear and induces n on B. To see that Ψ2 is
g-invariant, we calculate

Ψ2

(
g(ζ1, η1, v1), g(ζ2, η2, v2)

)
=

= Ψ2

[ (
ζ1, ζ1

(
ξ + 1

4 |w|2
)

+ η1 + 1√
2
β2(v1, w), 1√

2
ζ1w + v1

)
,

(
ζ2, ζ2

(
ξ + 1

4 |w|2
)

+ η2 + 1√
2
β2(v2, w), 1√

2
ζ2w + v2

) ]

= −ζ1
[(
−ξ + 1

4 |w|2
)
ζ2 + η2 + 1√

2
β2(w, v2)

]

−
[
ζ1
(
ξ + 1

4 |w|2
)

+ η1 + 1√
2
β2(v1, w)

]
ζ2 + β2

(
1√
2
ζ1w + v1,

1√
2
ζ2w + v2

)

= ζ1ξζ2 − 1
4 |w|2ζ1ζ2 − ζ1η2 − 1√

2
ζ1β2(w, v2) − ζ1ξζ2 − 1

4 |w|2ζ1ζ2

− η1ζ2 − 1√
2
β2(v1, w)ζ2 + 1

2 |w|2ζ1ζ2 + 1√
2
ζ1β2(w, v2)

+ 1√
2
β2(v1, w)ζ2 + β2(v1, v2)

= Ψ2

(
(ζ1, η1, v1), (ζ2, η2, v2)

)
.

This completes the proof.

The remaining part of this section is devoted to the discussion which elements
of M have a representative in U(Ψ2, C). The situation for M is much more
involved than the proofs of Prop. 3.2.23-3.2.25. In particular, it will turn out
that in general not each element of M can be lifted to U(Ψ2, C).

Lemma 3.2.26. Let m = (ϕ,ψ) ∈M and suppose that ϕ is an inner automor-
phism of C. Then

{
β2

(
ψ(v1), ψ(v2)

) ∣∣ v1, v2 ∈ V
}

= C.

Proof. Let a ∈ Cr{0} and suppose that ϕ(ζ) = a−1ζa for all ζ ∈ C. Choose
v ∈ V with |v| = 1. For each ζ ∈ C we find

β2

(
ψ(aζa−1v), ψ(v)

)
= β2

(
ϕ(aζa−1)ψ(v), ψ(v)

)
= β2

(
ζψ(v), ψ(v)

)

= ζβ2(ψ(v), ψ(v)) = ζ|ψ(v)|2 = ζ|v|2
= ζ.

Therefore
C ⊆

{
β2

(
ψ(v1), ψ(v2)

) ∣∣ v1, v2 ∈ V
}
.

The converse inclusion relation clearly holds by the range of β2.

Let iH : H
g → E−(Ψ2) ∪ E0(Ψ2) be any section of

πH = τH ◦ π : E−(Ψ2) ∪ E0(Ψ2) → H
g
.

Let g̃ ∈ G and recall from Prop. 1.6.2 that g extends continuously to H
g
. If

g ∈ U(Ψ2, C) is a representative of g̃, then the diagram

E−(Ψ2) ∪ E0(Ψ2)
g // E−(Ψ2) ∪ E0(Ψ2)

πH

��
H
g

iH

OO

eg // H
g
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commutes. We will make use of this fact in the proof of Prop. 3.2.27 below. For
convenience we define iH by

iH(∞) := (0, 1, 0) and iH(η, v) := (1, η, v). (3.5)

Proposition 3.2.27. Let m = (ϕ,ψ) ∈ M . Then there is a representative of
m in U(Ψ2, C) if and only if ϕ = id. In this case,

g(ζ, η, v) = (ζ, η, ψ(v))

is a representative of m in U(Ψ2, C).

Proof. Suppose first that m = (ϕ,ψ) with ϕ = id. We will show that

g :

{
E → E

(ζ, η, v) 7→ (ζ, η, ψ(v))

is an element of U(Ψ2, C). To that end let (ζ1, η1, v1), (ζ2, η2, v2) ∈ E and ζ ∈ C.
Then

g
(
ζ(ζ1, η1, v1) + (ζ2, η2, v2)

)
=
(
ζζ1 + ζ2, ζη1 + η2, ψ(ζv1 + v2)

)

=
(
ζζ1, ζη1, ψ(ζv1)

)
+
(
ζ2, η2, ψ(v2)

)

=
(
ζζ1, ζη1, ϕ(ζ)ψ(v1)

)
+ g(ζ2, η2, v2)

=
(
ζζ1, ζη1, ζψ(v1)

)
+ g(ζ2, η2, v2)

= ζg(ζ1, η1, v1) + g(ζ2, η2, v2).

This shows that g is C-linear. The map g is obviously invertible, hence we have
g ∈ GLC(E). Clearly, g induces m.

Suppose now that m = (ϕ,ψ) ∈M and that there is a representative g of m in
U(Ψ2, C). We have to show that ϕ = id. Since m(0) = 0, it follows that

g
(
iH(0)

)
= g(1, 0, 0) ∈ π−1

H (0) =
(
Cr{0}

)
× {0} × {0}.

Thus, there is a ∈ Cr{0} such that g(1, 0, 0) = (a, 0, 0). Further m(∞) = ∞.
The same argument shows that there is b ∈ Cr{0} such that

g
(
iH(∞)

)
= g(0, 1, 0) = (0, b, 0).

Then for each ζ ∈ C with Re ζ ≥ 0 we have

(ϕ(ζ), 0) = m(ζ, 0) = πH
(
g(iH (ζ, 0))

)
= πH

(
g(1, 0, 0)

)
= πH

(
(a, ζb, 0)

)

= (a−1ζb, 0).

Thus ϕ(ζ) = a−1ζb for all ζ ∈ C with Re ζ ≥ 0. Now

1 = ϕ(1) = a−1b

and therefore b = a. Hence ϕ(ζ) = a−1ζa for all ζ ∈ C with Re ζ ≥ 0. For all
z = (η, v) ∈ H there exists w = w(z) ∈ V such that

(ϕ(η), ψ(v)) = m(η, v) = πH
(
g(iH(z))

)
= πH

(
g(1, η, v)

)
= πH

(
(a, ηa,w)

)

=
(
a−1ηa, a−1w

)
.
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Then ψ(v) = a−1w and therefore

g(1, η, v) = (a, ηa, aψ(v)).

Since g has to be C-linear, it follows that

g(ζ, η, v) = (ζa, ηa, aψ(v))

for all (ζ, η, v) ∈ E. We derive further properties of a. Let v ∈ V r{0}. Then
g ∈ U(Ψ2, C) yields that

|v|2 = q2
(
(0, 0, v)

)
= q2

(
g(0, 0, v)

)
= |aψ(v)|2 = |a|2|ψ(v)|2 = |a|2|ψ(v)|2,

hence |a|2 = 1. Again using that g ∈ U(Ψ2, C) we find that for all v1, v2 ∈ V

β2

(
ψ(v1), ψ(v2)

)
= Ψ2

(
(0, 0, v1), (0, 0, v2)

)

= Ψ2

(
g(0, 0, v1), g(0, 0, v2)

)
= Ψ2

(
(0, 0, aψ(v1)), (0, 0, aψ(v2))

)

= β2

(
aψ(v1), aψ(v2)

)
= aβ2

(
ψ(v1), ψ(v2)

)
a

= aβ2

(
ψ(v1), ψ(v2)

)
a−1.

Before we can apply Lemma 3.2.26 we have to show that ϕ(ζ) = a−1ζa for all
ζ ∈ C. Let ζ ∈ C with Re ζ < 0 and consider the decomposition ζ = ζ1 + ζ2
with ζ1 ∈ R and ζ2 ∈ C ′. Then R-linearity of ϕ yields

ϕ(ζ) = ϕ(ζ1 + ζ2) = ϕ(ζ1) + ϕ(ζ2) = −ϕ(−ζ1) + a−1ζ2a

= −a−1(−ζ1)a+ a−1ζ2a = a−1ζ1a+ a−1ζ2a = a−1(ζ1 + ζ2)a = a−1ζa.

Then Lemma 3.2.26 implies that a ∈ Z(C). Therefore ϕ = id.

We set

M res := {(ϕ,ψ) ∈M | ϕ = id} and Gres := NσM resAN.

Further we define a map ϕH : Gres → PU(Ψ2, C) as follows: For g̃ = σ, g̃ ∈ A,
g̃ ∈ N or g̃ ∈M res we set ϕH(g̃) := [g], where g is the lift of g̃ as in Prop. 3.2.23,
3.2.24, 3.2.25 or 3.2.27, resp. For g̃ = n2σmasn1 ∈ NσM resAN we define

ϕH(g̃) := ϕH(n2)ϕH(σ)ϕH(m)ϕH (as)ϕH(n1). (3.6)

In other words, we extend ϕH to a group homomorphism. Since the Bruhat
decomposition of an element g̃ ∈ Gres is unique and the Bruhat decomposition
of Gres can be directly transfered to PU(Ψ2, C), the map ϕH is indeed a group
homomorphism, and by our previous considerations, even a group isomorphism.

The following remark shows that M res is not necessarily all of M .

Remark 3.2.28. The well-known classification of normed division algebras over
R (cf. [KR, Thm. 3.1]) of associative J2C-module structures shows that C is
either real or complex or quaternionic numbers. In the following we show that
M = M res for C = R, but M 6= M res for C = C or C = H.
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3.3. Isometric spheres via cocycles

(i) Let C = R and suppose thatm = (ϕ,ψ) ∈M . We claim that ϕ = id. Since
ϕ : R → R is a norm-preserving endomorphism of R, the map ϕ is either
id or − id. Assume for contradiction that ϕ = − id. Let (ζ, v) ∈ C × V
such that ζ 6= 0 and v 6= 0. Then

ϕ(ζ)ψ(v) = −ζψ(v) = −ψ(ζv) 6= ψ(ζv).

Hence m /∈M . This is a contradiction and therefore ϕ = id.

(ii) Let C = C = V and suppose that ϕ = ψ are complex conjugation. For all
(ζ, v) ∈ C ⊕ V = C2 we have ϕ(ζ)ψ(v) = ζ v = ζv = ψ(ζv). Clearly, ϕ,ψ
are R-linear endomorphism of the Euclidean vector space C. Therefore
m = (ϕ,ψ) ∈M , but m /∈M res.

(iii) Let C = H = V . Define ϕ : C → C and ψ : V → V by

ϕ(a+ ib+ jc+ kd) := a− ib− jc+ kd

ψ(a+ ib+ jc+ kd) := −a+ ib+ jc− kd

for a+ ib+ jc+ kd ∈ H. Clearly, ϕ,ψ are R-linear endomorphisms of the
Euclidean vector space H. We claim that J ◦ (ϕ×ψ) = ψ ◦J . To that end
let ζ = a1 + ib1 + jc1 + kd1 ∈ C and v = a2 + ib2 + jc2 + kd2 ∈ V . Then

ζv = a1a2 − b1b2 − c1c2 − d1d2 + i(a1b2 + b1a2 + c1d2 − d1c2)

+ j(a1c2 − b1d2 + c1a2 + d1b2) + k(a1d2 + b1c2 − c1b2 + d1a2).

Therefore

ψ(ζv) = −a1a2 + b1b2 + c1c2 + d1d2 + i(a1b2 + b1a2 + c1d2 − d1c2)

+ j(a1c2 − b1d2 + c1a2 + d1b2) + k(−a1d2 − b1c2 + c1b2 − d1a2).

On the other side we get

ϕ(ζ)ψ(v) = (a1 − ib1 − jc1 + kd1)(−a2 + ib2 + jc2 − kd2)

= −a1a2 + b1b2 + c1c2 + d1d2 + i(a1b2 + b1a2 + c1d2 − d1c2)

+ j(a1c2 − b1d2 + c1a2 + d1b2) + k(−a1d2 − b1c2 + c1b2 − d1a2)

= ψ(ζv).

Therefore, m = (ϕ,ψ) ∈M , but m /∈M res.

3.3. Isometric spheres via cocycles

For an element g ∈ GresrG∞, we give a characterization of the isometric sphere
and its radius via a cocycle.

Using the isometry β : H → D we find for the height function on H the formula

htH(ζ, v) = Re ζ − 1
2 |v|2,
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3. Projective models

and for the Cygan metric (zj = (ζj, vj))

̺H(z1, z2) =
∣∣1
2 |v1|2 + 1

2 |v2|2 +
∣∣htH(z1) − htH(z2)

∣∣+ Im ζ1 − Im ζ2 − β2(v1, v2)
∣∣1/2

(3.7)

The basis point in H is oH = (1, 0). The horospherical coordinates of z =
(ζ, v) ∈ H

gr{∞} are (
htH(z), Im ζ, 1√

2
v
)
h
.

In the following we derive a formula for isometric spheres which uses a cocycle.

Let Z1(C) act diagonally on E and suppose that π(1) : E → E/Z1(C) is the
canonical projection. Further set

π
(1)
H := τH ◦ π ◦

(
π(1)

)−1
:
(
E−(Ψ2) ∪ E0(Ψ2)

)
/Z1(C) → H

g
.

Recall the section iH of πH from (3.5) and set

i
(1)
H := π(1) ◦ iH : H

g → E/Z1(C).

Further recall the isomorphism ϕH : Gres → PU(Ψ2, C) from (3.6). For all
g ∈ Gres the diagram

E/Z1(C)
ϕH(g) // E/Z1(C)

π
(1)
H

��
H
g

i
(1)
H

OO

g // H
g

commutes, but the diagram

E/Z1(C)
ϕH(g) // E/Z1(C)

H
g

i
(1)
H

OO

g // H
g

i
(1)
H

OO

in general not. The second diagram gives rise to the cocycle

j : Gres ×H
g → C×/Z1(C)

defined by

ϕH(g)
(
i
(1)
H (z)

)
= j(g, z)i

(1)
H (gz) ∀ g ∈ Gres ∀ z ∈ H

g
.

Lemma 3.3.1. Let g = n2σmatn1 ∈ GresrG∞. Then

j(g−1,∞) = t1/2 mod Z1(C).

Further, R(g) =
∣∣j(g−1,∞)

∣∣−1/2
.

68



3.3. Isometric spheres via cocycles

Proof. Suppose that n1 = (ξ1, w1), n2 = (ξ2, w2) and m = (id, ψ). Since n−1
j =

(−ξj ,−wj) for j = 1, 2 and g−1 = n−1
1 σatmn

−1
2 , we have

g−1∞ = n−1
1 σ∞ = n−1

1 0 =
(
−ξ1 + 1

4 |w1|2,− 1√
2
w1

)
.

Further

ϕH
(
g−1
)(
iH(∞)

)
= ϕH

(
g−1
)(

(0, 1, 0)
)

= ϕH
(
n−1

1 σatm
)
ϕH
(
n−1

2

)(
(0, 1, 0)

)

= ϕH
(
n−1

1 σat
)
ϕH
(
m
)(

(0, 1, 0)
)

= ϕH
(
n−1

1 σ
)
ϕH
(
at
)(

(0, 1, 0)
)

= ϕH
(
n−1

1

)
ϕH
(
σ
)(

(0, t1/2, 0)
)

= ϕH
(
n−1

1

)(
(t1/2, 0, 0)

)

=
(
t1/2, t1/2

(
−ξ1 + 1

4 |w1|2
)
,− 1√

2
t1/2w1

)
mod Z1(C).

Hence j(g−1,∞) = t1/2 mod Z1(C). ThenR(g) = t−1/4 =
∣∣j(g−1,∞)

∣∣−1/2
.

Proposition 3.3.2. Let z1, z2 ∈ H
gr{∞}, zj = (ζj , vj). Then

̺H(z1, z2) =
∣∣Ψ2

(
iH(z1), iH (z2)

)
+ 2min

(
htH(z1),htH(z2)

)∣∣1/2.

Proof. For all k1, k2 ∈ R we have

k1 + k2 − |k1 − k2| = 2min(k1, k2).

This and the definition of Ψ2 show that
∣∣Ψ2

(
iH(z1), iH(z2)

)
+2min

(
htH(z1),htH(z2)

)∣∣ =

=
∣∣∣Ψ2

(
(1, ζ1, v1), (1, ζ2, v2)

)
+ htH(z1) + htH(z2) −

∣∣htH(z1) − htH(z2)
∣∣
∣∣∣

=
∣∣∣− β1(1, ζ2) − β1(ζ1, 1) + β2(v1, v2) + htH(z1) + htH(z2) −

∣∣htH(z1) − htH(z2)
∣∣
∣∣∣

=
∣∣∣ζ1 − htH(z1) + ζ2 − htH(z2) − β2(v1, v2) +

∣∣htH(z1) − htH(z2)
∣∣
∣∣∣.

Since

ζ1 − htH(z1) = ζ1 − Re ζ1 + 1
2 |v1|2 = Im ζ1 + 1

2 |v1|2

and

ζ2 − htH(z2) = ζ2 − Re ζ2 + 1
2 |v2|2 = − Im ζ2 + 1

2 |v2|2,
it follows that

∣∣Ψ2

(
iH(z1), iH(z2)

)
+ 2min

(
htH(z1),htH(z2)

)∣∣ =

=
∣∣∣ 12 |v1|2 + Im ζ1 + 1

2 |v2|2 − Im ζ2 − β2(v1, v2) +
∣∣htH(z1) − htH(z2)

∣∣
∣∣∣

= ̺H(z1, z2)
2.

Since ̺H(z1, z2) is nonnegative, the claim follows.
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For the proof of the following proposition we note that the map

Ψ
(1)
2 :

{
E/Z1(C) × E/Z1(C) → C/Z1(C)(

[z1], [z2]
)

7→
[
Ψ2(z1, z2)

]

is well-defined. In particular, we have

∣∣Ψ(1)
2

(
[z1], [z2]

)∣∣ =
∣∣Ψ2(z1, z2)

∣∣

for all z1, z2 ∈ E.

Proposition 3.3.3. Let g ∈ GresrG∞ and z ∈ Hgr{∞, g−1∞}. Then

|j(g, z)|1/2 = |j(g−1,∞)|1/2̺H(z, g−1∞) =
̺H(z, g−1∞)

R(g)
.

Proof. The second equality is proven by Lemma 3.3.1. For the proof of the first
equality recall from Prop. 3.3.2 that

̺H(z, g−1∞) =
∣∣Ψ2

(
iH(z), iH (g−1∞)

)
+ 2min

(
htH(z),htH(g−1∞)

)∣∣1/2 .

From g−1∞ ∈ ∂gr{∞} it follows that ht(g−1∞) = 0. Hence

̺(z, g−1∞)2 =
∣∣Ψ2

(
iH(z), iH (g−1∞)

)∣∣ .

Suppose that gz = (ζ, v). Then

Ψ2

(
iH(gz), iH (∞)

)
= Ψ2

(
(1, gz), (0, 1, 0)

)

= −β1(1, 1) − β1(ζ, 0) + β2(v, 0) = −1.

It follows that

̺H(z, g−1∞)2 =
∣∣Ψ2

(
iH(z), iH (g−1∞)

)∣∣ =
∣∣∣Ψ(1)

2

(
i
(1)
H (z), i

(1)
H (g−1∞)

)∣∣∣

=
∣∣∣Ψ(1)

2

(
i
(1)
H (z), j(g−1,∞)ϕH (g−1)i

(1)
H (∞)

)∣∣∣

= |j(g−1,∞)|−1
∣∣∣Ψ(1)

2

(
i
(1)
H (z), ϕH (g−1)i

(1)
H (∞)

)∣∣∣

= |j(g−1,∞)|−1
∣∣∣Ψ(1)

2

(
ϕH(g)i

(1)
H (z), i

(1)
H (∞)

)∣∣∣
= |j(g−1,∞)|−1|j(g, z)|

∣∣Ψ2

(
iH(gz), iH (∞)

)∣∣
= |j(g−1,∞)|−1|j(g, z)|.

This proves the claim.

Proposition 3.3.4. Let g ∈ GresrG∞. Then

I(g) = {z ∈ H | |j(g, z)| = 1},
ext I(g) = {z ∈ H | |j(g, z)| > 1},
int I(g) = {z ∈ H | |j(g, z)| < 1}.

Proof. This claim follows immediately from comparing Def. 2.2.8 and Prop. 3.3.3.
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3.4. A special instance of Theorem 2.3.4

The most frequent appearance of isometric fundamental regions in the literature
is for properly discontinuous subgroups Γ of Gres for which ∞ is an ordinary
point and the stabilizer Γ∞ is trivial. We show that then Γ is of type (O) and
ΓrΓ∞ of type (F), which immediately allows to apply Theorem 2.3.4 to show
the existence of an isometric fundamental domain for Γ.

Definition 3.4.1. Let U be a subset of H
g

and Γ a subgroup of G. Then Γ
is said to act properly discontinuously on U if for each compact subset K of U ,
the set K ∩ gK is nonempty for only finitely many g in Γ. The group Γ is said
to be properly discontinous if Γ acts properly discontinuously on H.

Let

∂gH :=
{
(ζ, v) ∈ C ⊕ V

∣∣ Re(ζ) = 1
2 |v|2

}
∪ {∞}

denote the boundary of H in H
g
.

Definition and Remark 3.4.2. Let Γ be a properly discontinuous subgroup
of G and z ∈ H. The limit set L(Γ) of Γ is the set of accumulation points of
the orbit Γz. Since Γ is properly discontinuous, L(Γ) is a subset of ∂gH. The
combination of Prop. 2.9 and Prop. 1.4 in [EO73] shows that L(Γ) is indepen-
dent of the choice of z. The ordinary set or discontinuity set Ω(Γ) of Γ is the
complement of L(Γ) in ∂gH, hence Ω(Γ) := ∂gHrL(Γ).

Remark 3.4.3. Let g, h ∈ Gres and z ∈ H
g
. Since ϕH is a group isomorphism

and ϕH(g) is C-linear, it follows that

ϕH(gh)
(
iH(z)

)
= ϕH(g)

(
ϕH(h)

(
iH(z)

))

= ϕH(g)
(
j(h, z)iH (hz)

)

= j(h, z)ϕH (g)
(
iH(hz)

)

= j(h, z)j(g, hz)iH (hgz).

Further,

ϕH(gh)
(
iH(z)

)
= j(gh, z)iH (ghz).

Thus,

j(gh, z) = j(h, z)j(g, hz).

The proof of the following lemma proceeds along the lines of [For72, Sec. 17].

Lemma 3.4.4. Let Γ be a properly discontinuous subgroup of Gres such that
∞ ∈ Ω(Γ) and Γ∞ = {id}. Then

(i) The set of radii of isometric spheres is bounded from above.

(ii) The number of isometric spheres with radius exceeding a given positive
quantity is finite.
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Proof. We start by proving some relations between radii and distances of centers
of isometric spheres. Let g, h ∈ ΓrΓ∞ such that g 6= h−1. The cocycle relation
shows that

j
(
(gh)−1,∞

)
= j(g−1,∞)j(h−1, g−1∞).

Prop. 3.3.3 yields

∣∣j
(
(gh)−1,∞

)∣∣−1/2
= |j(g−1,∞)|−1/2|j(h−1, g−1∞)|−1/2

= |j(g−1,∞)|−1/2|j(h,∞)|−1/2̺H(g−1∞, h∞)−1.

Note that gh 6= id and therefore gh /∈ Γ∞. Then Lemma 3.3.1 shows that

R(gh) =
R(g)R(h−1)

̺H(g−1∞, h∞)
. (3.8)

Using the same arguments, we find

j(g−1,∞) = j
(
h(gh)−1,∞

)
= j
(
(gh)−1,∞

)
j
(
h, (gh)−1∞

)

and therefore

R(g) = |j(g−1,∞)|−1/2 =
∣∣j
(
(gh)−1,∞

)∣∣−1/2∣∣j
(
h, (gh)−1∞

)∣∣−1/2

= R(gh)
∣∣j
(
h, (gh)−1∞

)∣∣−1/2
. (3.9)

For
∣∣j
(
h, (gh)−1∞

)∣∣1/2, Prop. 3.3.3 shows that identity

∣∣j
(
h, (gh)−1∞

)∣∣1/2 = R(h)−1̺H
(
(gh)−1∞, h−1∞

)
. (3.10)

Because R(h) = R(h−1), it follows from (3.8)-(3.10) that

̺H
(
(gh)−1∞, h−1∞

)
=
∣∣j
(
h, (gh)−1∞

)∣∣1/2R(h) =
R(gh)R(h)

R(g)

=
R(h)2

̺H(g−1∞, h∞)
. (3.11)

Since Γ is properly discontinuous and ∞ ∈ Ω(Γ), [EO73, Prop. 8.5] shows1 that
there exists an open neighborhood U of ∞ in H

g
such that (ΓrΓ∞) ⊆ H

grU .
Since H

grU is compact, we find m > 0 such that

̺H(a∞, b∞) < m

for all a, b ∈ ΓrΓ∞. Then (3.11) shows that

R(h)2 = ̺H
(
(gh)−1∞, h−1∞

)
̺H(g−1∞, h∞) < m2. (3.12)

Thus, for each a ∈ ΓrΓ∞ we have R(a) < m, which proves (i).

1I would like to thank Martin Olbrich to point me to this article.
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Now let k > 0 and suppose that a, b ∈ ΓrΓ∞ such that I(a) 6= I(b−1) and
R(a), R(b) > k. Since a 6= b−1, (3.8) shows in combination with (3.12) that

̺H(a−1∞, b∞) =
R(a)R(b)

R(ab)
>
k2

m
.

This means that the distance between the centers of isometric spheres whose
radii exceed k is bounded from below by k2/m. The centers of all these isometric
spheres are contained in the compact set ∂gHrU , which is bounded in C × V
and hence also w. r. t. ̺H . It follows that there are only finitely many spheres
with radius exceeding k. This proves (ii).

Proposition 3.4.5. Let Γ be a properly discontinuous subgroup of Gres such
that ∞ ∈ Ω(Γ) and Γ∞ = {id}. Then Γ is of type (O) and ΓrΓ∞ of type (F).
Moreover,

F :=
⋂

g∈ΓrΓ∞

ext I(g)

is a fundamental domain for Γ in H.

Proof. For each z ∈ H, the map ̺H(·, z) : H → R is continuous. Therefore each
̺H -ball is open in H. Lemma 3.4.4(ii) implies that the set {int I(g) | g ∈ ΓrΓ∞}
is locally finite. Then Remark 2.3.3 shows that Γ is of type (O). Note that the
subgroup 〈ΓrΓ∞〉 of Γ which is generated by ΓrΓ∞ is exactly Γ. Let z ∈ H.
Lemma 5 before Thm. 5.3.4 in [Rat06] states that Γz is a closed subset of H.
Since ∞ ∈ Ω(Γ), [EO73, Prop. 8.5] shows that we find an open neighborhood
U of ∞ in H

g
such that Γz ⊆ H

grU . Now H
grU is compact and therefore

Γz is so. The height function is continuous, which shows that the maximum
of {ht(gz) | g ∈ Γ} exists. Thus, ΓrΓ∞ is of type (F). By Theorem 2.3.4, F
is a fundamental region for Γ in H. Obviously, F is connected and hence a
fundamental domain for Γ in H.

3.5. Isometric spheres and isometric fundamental regions
in the literature

For real hyperbolic spaces, definitions of isometric spheres are given at several
places, e. g., the original definition of Ford in [For72] for the plane, in [Kat92] for
the upper half plane model and the ball model, in [Mar07] for three-dimensional
space and in [Apa00] (or, earlier, in [Apa91]) for arbitrary dimensions. The
definition for the upper half plane model is not equivalent to that in the ball
model (see [Mar07]). The definition for the upper half plane model is the original
definition by Ford and has been directly generalized to higher dimensions. Ford
and Apanasov also treat the existence of isometric fundamental regions.

For complex hyperbolic spaces, the (to the knowledge of the author) only exist-
ing definitions are given by Parker in [Par94], Goldman in [Gol99], and Kamiya
in [Kam03]. Kamiya also discusses the existence of isometric fundamental re-
gions for special groups.
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3. Projective models

For quaternionic hyperbolic spaces, an investigation of isometric fundamental
regions does not seem to exist. A definition of isometric spheres is provided by
[KP03].

In this section we discuss the relation between the existing definitions of isomet-
ric spheres (for real hyperbolic space only exemplarily) and the existing state-
ments on the existence of isometric fundamental regions with our definition of
isometric sphere and with Theorem 2.3.4.

3.5.1. Real hyperbolic spaces

Ford [For72] provides proofs of isometric fundamental regions for group of isome-
tries acting on real hyperbolic plane (see [For72, Thm. 15 and 22 in Ch. III]).
His definition of fundamental region is substantially weaker than our definition.
In particular, the translates of a fundamental region in sense of [For72] are not
required to cover the whole space. For this reason, the hypothesis of [For72,
Thm. 15, 22] are weaker than that of Theorem 2.3.4. However, the following
discussion shows that the definition of isometric spheres in [For72] is contained
in our definition.

In [Apa00], the model

D′ = {(t, Z) ∈ R × z | t > 0}

of real hyperbolic space is used and the isometric sphere for an element g ∈ Gres,
acting on D′, is defined as

I(g) := {z ∈ D′ | |g′(z)| = 1}.

More precisely, Apanasov (as all other references) uses the coordinates in the
order z × R. In particular, his model space for two-dimensional real hyperbolic
space is the upper half plane, whereas D′ is the right half plane. Clearly, this
difference has no affect on his definition of isometric sphere. In Lemma 3.5.2 we
will show that this definition of isometric spheres is subsumed by our definition.
For the proof of this lemma we first derive explicit formulas for the action of
Gres on D′.

The set D′ is the space D from Sec. 1.4.1 constructed from the abelian H-type
algebra n = (n, {0}) = (z, {0}). In Sec. 3-3.4 we had to work with the ordered
decomposition ({0}, v) = ({0}, n). Then

D =
{
(u,X) ∈ R × v

∣∣ u > 1
4 |X|2

}
.

Remark 3.5.1. According to [CDKR98], the isometry from D′ to D is given by

ν :

{
D′ → D

(t, Z) 7→ (t2 + |Z|2, 2Z).

Its inverse is

ν−1 :

{
D → D′

(u,X) 7→
(√

u− 1
4 |X|2, 1

2X
)
.
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3.5. Isometric spheres and isometric fundamental regions in the literature

Let (t, Z) ∈ D′. Suppose that n = (1, w) ∈ N (note that C ′ = {0}). Then

νG(n)(t, Z) = ν−1 ◦ n ◦ ν(t, Z)

= ν−1 ◦ n(t2 + |Z|2, 2Z)

= ν−1
(
t2 + |Z|2 + 1

4 |w|2 + 〈Z,w〉, w + 2Z
)

=

(√
t2 + |Z|2 + 1

4 |w|2 + 〈Z,w〉 − 1
4 |w + 2Z|2, 1

2w + Z

)

=
(
t, 1

2w + Z
)
.

Suppose that m = (id, ψ) ∈M res. Then

νG(m)(t, Z) = ν−1 ◦m ◦ ν(t, Z)

= ν−1 ◦m(t2 + |Z|2, 2Z)

= ν−1(t2 + |Z|2, 2ψ(Z))

=

(√
t2 + |Z|2 − 1

4 |2ψ(Z)|2, ψ(Z)

)

= (t, ψ(Z)).

Suppose that as ∈ A. Then

νG(as)(t, Z) = ν−1 ◦ as ◦ ν(t, Z)

= ν−1 ◦ as(t2 + |Z|2, 2Z)

= ν−1
(
s(t2 + |Z|2), 2s1/2Z

)

=

(√
2(t2 + |Z|2) − 1

4 |2s1/2Z|2, s1/2Z
)

=
(
s1/2t, s1/2Z

)
.

Finally,

νG(σ)(t, Z) = ν−1 ◦ σ ◦ ν(t, Z)

= ν−1 ◦ σ(t2 + |Z|2, 2Z)

= ν−1
(
(t2 + |Z|2)−1,−2(t2 + |Z|2)−1Z

)

=

(√
(t2 + |Z|2)−1 − 1

4 |2(t2 + |Z|2)−1Z|2,−(t2 + |Z|2)−1Z

)

= (t2 + |Z|2)−1(t,−Z).

Recall the isometry β : H → D from Sec. 3.2.3.

Lemma 3.5.2. Let z ∈ D′ and g ∈ Gres. Then

∣∣j
(
g, β−1 ◦ ν(z)

)∣∣−1
=
∣∣νG(g)′(z)

∣∣.
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3. Projective models

Proof. Let z = (t, Z) ∈ D′ and g = n2σmasn1 ∈ Gres with nj = (1, wj), j = 1, 2,
and m = (id, ψ). At first we calculate the value of

∣∣j
(
g, β−1 ◦ ν(z)

)∣∣. We have

ϕH(g)iH
(
β−1 ◦ ν(z)

)
= ϕH(g)

(
1, t2 + |Z|2,

√
2Z
)

= ϕH(n2σmas)ϕH(n1)
(
1, t2 + |Z|2,

√
2Z
)

= ϕH(n2σm)ϕH(as)
(
1, 1

4 |w1|2 + t2 + |Z|2 + β2(Z,w1), ∗
)

= ϕH(n2σ)ϕH(m)
(
s−1/2, s1/2

(
1
4 |w1|2 + t2 + |Z|2 + β2(Z,w1)

)
, ∗
)

= ϕH(n2)ϕH(σ)
(
s−1/2, s1/2

(
1
4 |w1|2 + t2 + |Z|2 + β2(Z,w1)

)
, ∗
)

= ϕH(n2)
(
s1/2

(
1
4 |w1|2 + t2 + |Z|2 + β2(Z,w1)

)
, ∗, ∗

)

=
(
s1/2

(
1
4 |w1|2 + t2 + |Z|2 + β2(Z,w1)

)
, ∗, ∗

)
.

Thus ∣∣j
(
g, β−1 ◦ ν(z)

)∣∣ = s1/2
∣∣ 1
4 |w1|2 + t2 + |Z|2 + β2(Z,w1)

∣∣.
Since β2(Z,w1) ∈ R, we have β2(Z,w1) = 〈Z,w1〉 and therefore

∣∣j
(
g, β−1 ◦ ν(z)

)∣∣ = s1/2
∣∣t2 +

∣∣1
2w1 + Z

∣∣2∣∣ =
∣∣(t, 1

2w1 + Z
)∣∣2.

Let (u,W ) ∈ R × z. For the derivative νG(g)′(z) we find

νG(g)′(z)(u,W ) = νG(n2σmas)
′(n1(z)

)
νG(n1)

′(z)(u,W )

= νG(n2σm)′
(
νG(as)(t,

1
2w1 + Z)

)
νG(as)

′(t, 1
2w1 + Z)(u,W )

= νG(n2σm)′
(
s1/2t, s1/2(1

2w1 + Z)
)
(s1/2u, s1/2W )

= νG(n2σ)′
(
s1/2t, s1/2ψ(1

2w1 + Z))
)(
s1/2u, s1/2ψ(W )

)

= νG(n2)
(
. . .
) (

−s−1/2
(
t, ψ(1

2w1 + Z)
)−1(

u, ψ(W )
)(
t, ψ(1

2w1 + Z)
)−1
)

= −s−1/2
(
t, ψ(1

2w1 + Z)
)−1(

u, ψ(W )
)(
t, ψ(1

2w1 + Z)
)−1

.

Then

∣∣νG(g)′(z)(u,W )
∣∣ = s−1/2

∣∣(t, ψ
(

1
2w1 + Z

))∣∣−1∣∣(u, ψ(W )
)∣∣∣∣(t, ψ

(
1
2w1 + Z

))∣∣−1

= s−1/2
∣∣(t, 1

2w1 + Z
)∣∣−2∣∣(u,W )

∣∣.

Thus,

∣∣νG(g)′(z)
∣∣ = s−1/2

∣∣(t, 1
2w1 + Z

)∣∣−2
=
∣∣j
(
g, β−1 ◦ ν(z)

)∣∣−1
.

This completes the proof.

Let g ∈ Gres. From Lemma 3.5.2 and Prop. 3.3.4 it follows that

ext I(g) =
{
z ∈ D′ ∣∣ |νG(g)′(z)| < 1

}
.

Then [Apa00, Thm. 2.30] is a special case of Prop. 3.4.5. Lemma 2.31 in [Apa00]
states an extension of Thm. 2.30 for subgroups Γ of Gres with Γ∞ 6= {id}. Un-
fortunately, the hypotheses of [Apa00, Lemma 2.31] are not completely stated,
for which reason we cannot compare the lemma with Theorem 2.3.4.
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3.5.2. Complex hyperbolic spaces

The isometric spheres for isometries of complex hyperbolic spaces in [Kam03]
are identical to those in [Gol99]. Kamiya uses the model H and defines the
Cygan metric by formula (3.7). Further, the isometric sphere of an element
f ∈ PU(1, n; C) = PU(Ψ2,C) with f = (aij)i,j=1,...,n+1 is defined as

I(f) =
{
z ∈ H

∣∣ ̺(z, f−1∞) = Rf
}

where Rf = |a12|−1/2. The following lemma shows that this definition is covered
by our definition of isometric spheres.

Lemma 3.5.3. Let f = (aij)i,j=1,...,n+1 ∈ PU(1, n; C). Then Rf = R
(
ϕ−1
H (f)

)
.

Proof. Set g := ϕ−1
H (f). We have

f




0
1
0


 =




a12
...

an+1,2


 .

Therefore
|j(g,∞)| = |a12|.

Since |j(g−1,∞)| = |j(g,∞)|, Lemma 3.3.1 shows that R(g) = |a12|−1/2.

[Kam03, Thm. 3.1] states the existence of isometric fundamental domains for
discrete subgroups Γ of Gres for which, after possible conjugation of Γ, we have
∞ ∈ Ω(Γ) and Γ∞ = {∞}. By [Rat06, Thm. 5.3.5], Γ is discrete if and only if
Γ is properly discontinuous. Therefore, Kamiya’s Theorem is a special case of
Prop. 3.4.5.

In [Par94], Parker uses a section of the projection map from Er{0} to horospher-
ical coordinates which is reminiscent of the ball model. Therefore, we expect
that, as in the real case, this definition is not equivalent to the definition from
[Kam03].

3.5.3. Quaternionic hyperbolic spaces

In [KP03], Kim and Parker propose a definition of isometric spheres for isome-
tries in Gres of quaternionic hyperbolic space. They use the model H and horo-
spherical coordinates for the definition. With the bijection

{
z × v → z × v

(Z,X) 7→
(
Z, 1

2X
)
,

our Heisenberg group N and our Cygan metric is transfered into their one. Af-
ter shuffling coordinates, they define the isometric sphere of an element g =
(aij)i,j=1,...,n+1 in PSp(n, 1) as, more precisely, they characterize it in their
Prop. 4.3 as

I(g) =
{
z ∈ H

∣∣ ̺(z, g−1∞) =
√

2 · |a12|1/2
}
.
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As in Sec. 3.5.2 we see that our definition gives |a12|1/2 as radius. The factor√
2 is due to the factor 1

2 in their choice of the section of the projection from
E−(Ψ2) to H. Note also that they use a slightly different indefinite form on
E for the definition of the hyperbolic space. However, this difference does not
affect the value of the radius of the isometric sphere.

78



Part II.

Cusp expansion
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Let H be the hyperbolic plane and Γ a discrete subgroup of PSL(2,R) of which
∞ is a cuspidal point. In this part we present the method of cusp expansion
for the construction of a symbolic dynamics for the geodesic flow on the lo-
cally symmetric orbifold Γ\H, where Γ has to satisfy some additional (mild)
conditions.

The fundamental and starting object is the convex hyperbolic polyhedron

K :=
⋂

g∈ΓrΓ∞

ext I(g),

which is the common part of the exteriors of the isometric spheres of Γ. Our
conditions on Γ will imply that the boundary ∂K of K in H consists of non-
trivial segments of isometric spheres. By a non-trivial segment we mean a
connected subset which contains more than one element. An isometric sphere
which effectively contributes to ∂K will be called relevant. We will require that
the point of maximal height, the summit, of each relevant isometric sphere is
contained in ∂K. Let ∂gH denote the geodesic boundary of H. To each vertex v
of K in H or ∂gH (other than ∞) we attach one (if v ∈ H) or two (if v ∈ ∂gH)
sets, which we call precells in H. If v ∈ H, the precell attached to v is the
hyperbolic quadrilateral with vertices v, the two summits adjacent to v, and ∞.
If v ∈ ∂gH, then v might have one or two adjacent summits. In any case, one of
the precells attached to v is the hyperbolic triangle with vertices v, one summit
adjacent to v, and ∞. If there are two adjacent summits, then the other precell
is of the same form but having the other summit as vertex. If there is only one
adjacent summit, then the other precell is the vertical strip on H between v
and the adjacent vertex of K in ∂gH. The family of all precells in H is, up to
boundary components, a decomposition of K. Certain finite sets of precells in
H will be called a basal family of precells in H. These sets are characterized
by the property that the union of their elements is the closure of an isometric
fundamental region for Γ in H. In particular, a basal family of precells in H is
a set of representatives for the Γ∞-orbits in the set of all precells in H.

The next step is to combine precells in H to so-called cells in H. The key
idea behind this construction is that the family of cells in H should satisfy the
following properties: Each cell in H shall be a union of precells in H such that
the emerging set is a finite-sided n-gon with all vertices in ∂gH. Further, each
cell shall have two vertical sides (in other word, ∞ is a vertex of each cell) and
each non-vertical side of a cell shall be a Γ-translate of a vertical side of some
cell. Finally, the family of all cells in H shall provide a tesselation of H. Suppose
that A is a basal family of precells in H. Then there is a side-pairing of the
non-vertical sides of basal precells in H. Each precell which is attached to a
vertex of K in H has two non-vertical sides. This fact allows to deduce from the
side-paring a natural notion of cycles (cyclic sequences) in A × Γ, where a pair
(A, g) ∈ A×Γ encodes that g maps one non-vertical side of A to a non-vertical
side of some element in A. This notion is easily extended to basal precells which
are attached to vertices of K in ∂gH. Moreover, there is a natural notion of
equivalence of cycles. Each cell in H is the union of certain Γ-translates of the
basal precells in some equivalence class of cycles. At this point the requirement
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that the summit of each relevant isometric sphere be in ∂K becomes crucial.
It guarantees that each cell in H satisfies the requirements on its boundary
structure mentioned above.

Let B denote the family of cells in H constructed from A. Further suppose
that π : SH → Γ\SH denotes the canonical projection map of the unit tangent

bundle of H onto the unit tangent bundle of the orbifold Γ\H. Let B̃S denote

the set of boundary points of the elements in B and suppose that C̃S denotes
the set of unit tangent vectors based on B̃S which are not tangent to B̃S. We
will show that ĈS := π

(
C̃S
)

is a cross section for the geodesic flow with respect
to certain measures µ and we will also characterize these measures. To that
end we extend the notions of precells and cells in H to SH. Each precell in H
induces a precell in SH in a geometric way. There is even a canonical bijection
between precells in H and precells in SH. As before, let A be a basal family of
precells in H. For each equivalence class of cycles in A × Γ we fix a so-called
generator. The set of chosen generators will be denoted by S. Relative to S we
perform a construction of cells in SH from basal precells in SH similar to the
construction in H. The union of all cells in SH will be seen to be a fundamental
set for Γ in SH. It is exactly this property of cells in SH which will allow to
characterize the geodesics on Γ\H which intersect ĈS infinitely often in past and
future, and which in turn allows to characterize the measures µ. It will turn
out that exactly those geodesics do not intersect ĈS infinitely often in future or
past which have one endpoint in the geodesic boundary of the orbifold.

The switch from H to SH brings an additional degree of freedom to the con-
struction without destroying any features. One is allowed to shift each cell in
SH (independently from each other) by any element of Γ∞. The map which
fixes for each cell B̃ in SH an element of Γ∞ by which B̃ is shifted will be de-
noted by T. The boundary structure of cells in H and the choices of S and T
will be seen to induce a natural labeling of ĈS. In this way, we have geometri-
cally constructed a cross section and a symbolic dynamics to which we refer as
geometric cross section and geometric symbolic dynamics. The geometric cross
section does not depend on the choice of A, S or T; its labeling, however, does.

Suppose that R denotes the first return map of the cross section. Then (ĈS, R)

is the to ĈS associated discrete dynamical system. In general, (ĈS, R) is not

conjugate to a discrete dynamical system (D̃S, F̃ ) for some D̃S ⊆ R×R. But ĈS

contains a subset ĈSred for which (ĈSred, R) is naturally conjugate to a discrete

dynamical system in some subset of R×R. The set ĈSred is itself a cross section
(with respect to the same measures as ĈS) and can be constructed effectively in

a geometric way from ĈS. The labeling of ĈS induces a labeling of ĈSred and
the conjugate discrete dynamical system (D̃S, F̃ ) is of continued fraction type.

In contrast to ĈS, the set ĈSred depends on the choice of A, S and T.

The definition of precells in H and the construction of cells in H from precells
in based on ideas in [Vul99]. Our construction differs from Vulakh’s in three
aspects: We define three kinds of precells in H of which only the non-cuspidal
ones are precells in sense of Vulakh. In turn, cells arising from cuspidal or strip
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precells are not cells in sense of Vulakh. Finally, we extend the considerations
to precells and cells in unit tangent bundle.

The necessary properties of the setting in which we will work are stated in
Sec. 4. Sec. 5 introduces the notions of symbolic dynamics. In Sec. 6 we present
the cusp expansion method and perform it for some examples. The transfer
operators of the discrete dynamical systems arising from cusp expansion are
briefly treated in Sec. 7. Finally, in Sec. 8, we discuss the relation of the cross
section constructed using cusp expansion for the modular group PSL(2,Z) to
the cross section constructed by Series [Ser85].
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4. Preliminaries

We take the upper half plane

H := {z ∈ C | Im z > 0}

with the Riemannian metric given by the line element ds2 = y−2(dx2 + dy2) as
a model for two-dimensional real hyperbolic space. The associated Riemannian
metric will be denoted by dH . The space H is the model D′ from Sec. 3.5.1
with z = R and the coordinates in the order z × R. We identify the group of
orientation-preserving isometries with PSL(2,R) via the left action

{
PSL(2,R) ×H → H((

a b
c d

)
, z
)

7→ az+b
cz+d .

One easily checks that the center of SL(2,R) is {± id}. Therefore PSL(2,R) is
the quotient group

PSL(2,R) = SL(2,R)/{± ( 1 0
0 1 )}.

We denote an element of PSL(2,R) by any of its representatives in SL(2,R).
The one-point compactification of the closure of H in C will be denoted by H

g
,

hence
H
g

= {z ∈ C | Im z ≥ 0} ∪ {∞}.
It is homeomorphic to the geodesic compactification ofH. The action of PSL(2,R)
extends continuously to the boundary ∂gH = R ∪ {∞} of H in H

g
.

The geodesics on H are the semicircles centered on the real line and the vertical
lines. All geodesics shall be oriented and parametrized by arc length. For each
element v of the unit tangent bundle SH there exists a unique geodesic γv on
H such that γ′v(0) = v. We call γv the geodesic determined by v ∈ SH. The
(unit speed) geodesic flow on H is the dynamical system

Φ:

{
R × SH → SH

(t, v) 7→ γ′v(t).

Let Γ be a discrete (or, equivalently, a properly discontinuous) subgroup of
PSL(2,R). The orbit space

Y := Γ\H
is naturally equipped with the structure of a good Riemannian orbifold. SinceH
is a symmetric space of rank one, we call Y a locally symmetric good orbifold of
rank one. This notion is a natural extension of the notion of locally symmetric
spaces of rank one. The orbifold Y inherits all geometric properties ofH that are
Γ-invariant. Vice versa, several geometric entities of Y can be understood as the
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4. Preliminaries

Γ-equivalence class of the corresponding geometric entity on H. In particular,
the geodesics on Y correspond to Γ-equivalence classes of geodesics on H, and
the unit tangent bundle SY of Y is the orbit space of the induced Γ-action on
the unit tangent bundle SH. Let π : H → Y and π : SH → SY denote the
canonical projection maps. Then the geodesic flow on Y is given by

Φ̂ := π ◦ Φ ◦ (id×π−1) : R × SY → SY.

Here, π−1 is an arbitrary section of π. One easily sees that Φ̂ does not depend
on the choice of π−1.

Since Γ is discrete, there exists a fundamental domain F for Γ. The set F might
touch ∂gH at some points. By touching a point z ∈ ∂gH we mean that there is
a neighborhood U of z in the topology of H

g
such that the intersection of the

closures in H
g

of all boundary components of F that are intersected by U is
z. In some cases one can characterize these points as fixed points of parabolic
elements of Γ (see [Rat06, Thm. 12.3.7]). Those points will play a special role
in the cusp expansion.

An element g ∈ Γ is called parabolic if g 6= id and | tr(g)| = 2, or equivalently, if
g fixes exactly one point in ∂gH. An element z in ∂gH is a cuspidal point of Γ if
Γ contains a parabolic element that stabilizes z. A cusp of Γ is a Γ-equivalence
class of a cuspidal point of Γ. If F is a fundamental domain for Γ such that
F is a convex fundamental polyhedron, then F touches ∂gH in at least one
representative of each cusp (see [Rat06, Thm. 12.3.7, Cor. 2 of Thm. 12.3.5]).

Because a convex fundamental polyhedron for Γ can (up to Γ-equivalent bound-
ary points) be identified with Y , the following definition is natural. Let z be a
cuspidal point of Γ and extend the projection π : H → Y to π : H

g → Γ\Hg
.

Then π(z) is called a cusp of Y or also a cusp of Γ.

We conclude this section with some conventions.

Let I be an interval in R. A geodesic arc is a curve α : I → H that can be
extended to a geodesic. In particular, each geodesic is a geodesic arc. A geodesic
segment is the image of a geodesic arc. If α is a geodesic, then α(R) is called a
complete geodesic segment. A geodesic segment is called non-trivial if it contains
more than one element.

We let R := R ∪ {±∞} denote the two-point compactification of R and extend
the ordering of R to R by the definition −∞ < a <∞ for each a ∈ R.

If α : I → H is a geodesic arc and a < b are the boundary points of I in R, then
the points

α(a) := lim
t→a

α(t) ∈ Hg
and α(b) := lim

t→b
α(t) ∈ H

g

are called the endpoints of α and of the associated geodesic segment α(I).
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The geodesic segment α(I) is often denoted as

α(I) =





[α(a), α(b)] if a, b ∈ I,

[α(a), α(b)) if a ∈ I, b /∈ I,

(α(a), α(b)] if a /∈ I, b ∈ I,

(α(a), α(b)) if a, b /∈ I.

If α(a), α(b) ∈ ∂gH, it will always be made clear whether we refer to a geodesic
segment or an interval in R.

Let U be a subset of H. Recall that the closure of U in H is denoted by U
or cl(U), its boundary is denoted by ∂U . Its interior is denoted by U◦. To
increase clarity, we denote the closure of a subset V of H

g
in H

g
by V

g
or

clHg V . Moreover, we set ∂gV := V
g ∩ ∂gH, which can be understood as the

geodesic boundary of V . For a subset W ⊆ R let intR(W ) denote the interior
of W in R and ∂RW the boundary of W in R. If X is a subset of ∂gH, then
intg(X) denotes the interior of X in ∂gH. If X ⊆ R, then intg(X) = intR(X).

Recall that for two sets A,B, the complement of B in A is denoted by ArB. In
contrast, if Γ acts on A, the space of left cosets is written as Γ\A. For example,
Γ∞\(ΓrΓ∞) is the set of orbits of the Γ∞-action on the set ΓrΓ∞.
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5. Symbolic dynamics

Let Γ be a discrete subgroup of PSL(2,R) and set Y := Γ\H. Let ĈS be a

subset of SY . Suppose that γ̂ is a geodesic on Y . If γ̂′(t) ∈ ĈS, then we say

that γ̂ intersects ĈS in t. Further, γ̂ is said to intersect ĈS infinitely often in
future if there is a sequence (tn)n∈N with limn→∞ tn = ∞ and γ̂′(tn) ∈ ĈS for all

n ∈ N. Analogously, γ̂ is said to intersect ĈS infinitely often in past if we find
a sequence (tn)n∈N with limn→∞ tn = −∞ and γ̂′(tn) ∈ ĈS for all n ∈ N. Let µ

be a measure on the space of geodesics on Y . A cross section ĈS (w. r. t. µ) for
the geodesic flow Φ̂ is a subset of SY such that

(C1) µ-almost every geodesic γ̂ on Y intersects ĈS infinitely often in past and
future,

(C2) each intersection of γ̂ and ĈS is discrete in time: if γ̂′(t) ∈ ĈS, then there

is ε > 0 such that γ̂′((t− ε, t+ ε)) ∩ ĈS = {γ̂′(t)}.

We call a subset Û of Y a totally geodesic suborbifold of Y if π−1(Û ) is a totally
geodesic submanifold of H. Let pr : SY → Y denote the canonical projection
on base points. If pr(ĈS) is a totally geodesic suborbifold of Y and ĈS does not

contain elements tangent to pr(ĈS), then ĈS automatically satisfies (C2).

Suppose that ĈS is a cross section for Φ̂. If ĈS in addition satisfies the property
that each geodesic intersecting ĈS at all intersects it infinitely often in past and
future, then ĈS will be called a strong cross section, otherwise a weak cross
section. Clearly, every weak cross section contains a strong cross section.

The first return map of Φ̂ w. r. t. the strong cross section ĈS is the map

R :

{
ĈS → ĈS
v̂ 7→ γ̂v

′(t0)

where π(v) = v̂, π(γv) = γ̂v and

t0 := min
{
t > 0

∣∣∣ γ̂′v(t) ∈ ĈS
}
.

Recall that γv denotes the geodesic on H determined by v. Further, t0 is called
the first return time of v̂ resp. of γ̂v. This definition requires that t0 = t0(v̂)

exists for each v̂ ∈ ĈS, which will indeed be the case in our situation. For a weak
cross section ĈS, the first return map can only be defined on a subset of ĈS. In
general, this subset is larger than the maximal strong cross section contained in
ĈS.
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5. Symbolic dynamics

Suppose that ĈS is a strong cross section and let Σ be an at most countable set.
Decompose ĈS into a disjoint union

⋃
α∈Σ ĈSα. To each v̂ ∈ ĈS we assign the

(two-sided infinite) coding sequence (an)n∈Z ∈ ΣZ defined by

an := α iff Rn(v̂) ∈ ĈSα.

Note that R is invertible and let Λ be the set of all sequences that arise in this
way. Then Λ is invariant under the left shift σ : ΣZ → ΣZ,

(
σ
(
(an)n∈Z

))
k

:= ak+1.

Suppose that the map ĈS → Λ is also injective, which it will be in our case.
Then we have the natural map Cod: Λ → ĈS which maps a coding sequence to
the element in ĈS it was assigned to. Obviously, the diagram

ĈS
R //

ĈS

Λ

Cod

OO

σ // Λ

Cod

OO

commutes. The pair (Λ, σ) is called a symbolic dynamics for Φ̂. If ĈS is only a
weak cross section and hence R is only partially defined, then Λ also contains
one- or two-sided finite coding sequences.

Let CS′ be a set of representatives for the cross section ĈS, that is, CS′ is
a subset of SH such that π|CS′ is a bijection CS′ → ĈS. Define the map

τ : ĈS → ∂gH × ∂gH by τ(v̂) := (γv(∞), γv(−∞)) where v = (π|CS′)−1(v̂). For

some cross sections ĈS it is possible to choose CS′ in a such way that τ is a
bijection between ĈS and some subset D̃S of R ×R. In this case the dynamical
system (ĈS, R) is conjugate to (D̃S, F̃ ) by τ , where F̃ := τ ◦R◦τ−1 is the induced

selfmap on D̃S (partially defined if ĈS is only a weak cross section). Moreover,
to construct a symbolic dynamics for Φ̂, one can start with a decomposition of
D̃S into pairwise disjoint subsets D̃α, α ∈ Σ.

Finally, let (Λ, σ) be a symbolic dynamics with alphabet Σ. Suppose that we
have a map i : Λ → DS for some DS ⊆ R such that i

(
(an)n∈Z

)
depends only on

(an)n∈N0 , a (partial) selfmap F : DS → DS, and a decomposition of DS into a
disjoint union

⋃
α∈ΣDα such that

F
(
i((an)n∈Z)

)
∈ Dα ⇔ a1 = α

for all (an)n∈Z ∈ Λ. Then F , more precisely the triple
(
F, i, (Dα)α∈Σ

)
, is called

a generating function for the future part of (Λ, σ). If such a generating function
exists, then the future part of a coding sequence is independent of the past part.
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6. Cusp expansion

Let Γ be a subgroup of PSL(2,R). On the way of the development of cusp
expansion we will gradually impose the requirements on Γ that it be discrete,
has ∞ as a cuspidal point and satisfies the conditions (A1) and (A2) which
are defined below. The cusp π(∞) plays a special role. All definitions and
constructions will be made with respect to this cusp.

At the beginning of each (sub-)section we state the properties of Γ which we
assume throughout that (sub-)section.

6.1. Isometric fundamental domains

In Theorem 2.3.4 we proved the existence of isometric fundamental regions for
certain subgroups Γ of Isom(D). The hypotheses of this theorem are that Γ be of
type (O), that ΓrΓ∞ be of type (F) and that a certain condition on the boundary
of a fundamental region for Γ∞ be satisfied. In this section we specialize to D
being the upper half plane and the group Γ being a subgroup of PSL(2,R). In
Sec. 6.1.1 we recall the definition of isometric spheres. From Sec. 6.1.2 on we
require that Γ be discrete and that ∞ be a cuspidal point of Γ. Under these
conditions, the set of interiors of all isometric spheres is locally finite. This
immediately implies that Γ is of type (O). In Sec. 6.1.3 we suppose that Γ satisfies
in addition a condition which is weaker than to require that ΓrΓ∞ be of type
(F). It will turn out that in presence of the other properties of Γ, this condition
is equivalent to ΓrΓ∞ being of type (F). The purpose of Sec. 6.1.4 is to bring
together the results of the previous sections to prove the existence of isometric
fundamental domains F(r), r ∈ R, for Γ if the fundamental domain F∞(r) for
Γ∞ in H is chosen to be a vertical strip in H. To that end we investigate the
structure of the set K :=

⋂
g∈ΓrΓ∞

ext I(g). Also here, the fact that the set of
interiors of all isometric spheres is locally finite plays a crucial role. In Sec. 6.1.5
we study the fine structure of the boundary of K by investigating the isometric
spheres that contribute to ∂K and their relation to each other. For that we
introduce the notion of a relevant isometric sphere and its relevant part. The
results of this section are of rather technical nature, but they are essential for
the construction of cross sections. Moreover, in Sec. 6.1.6 we use these insights
on ∂K to show that for certain parameters r ∈ R, the closure of the isometric
fundamental domain F(r) is a geometrically finite, exact, convex fundamental
polyhedron for Γ in H. This, in turn, will show that Γ is a geometrically finite
group and will allow to characterize the cuspidal points of Γ via F(r). Finally,
in Sec. 6.1.7, we show that, conversely, each geometrically finite group of which
∞ is a cuspidal point satisfies all requirements we imposed so far on Γ.
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6. Cusp expansion

6.1.1. Isometric spheres

Let Γ be a subgroup of PSL(2,R) and suppose that g =
(
a b
c d

)
∈ ΓrΓ∞. For

each z ∈ H we have

g′(z) =
1

(cz + d)2
.

From Lemma 3.5.2 and Prop. 3.3.4 it follows that the isometric sphere of g is

I(g) = {z ∈ H | |cz + d| = 1},

that
ext I(g) = {z ∈ H | |cz + d| > 1}

is its exterior, and that

int I(g) = {z ∈ H | |cz + d| < 1}

is its interior.

Remark 6.1.1. Let g ∈ PSL(2,R)rPSL(2,R)∞ and suppose that the represen-
tative

(
a b
c d

)
∈ SL(2,R) of g is chosen such that c > 0. Then the isometric

sphere
I(g) =

{
z ∈ H

∣∣ ∣∣z + d
c

∣∣ = 1
c

}

of g is the complete geodesic segment with endpoints −d
c − 1

c and −d
c + 1

c .
Let z0 = x0 + iy0 be an element of I(g). Then the geodesic segment (z0,∞)
is contained in ext I(g), and the geodesic segment (x0, z0) belongs to int I(g).
Moreover, H = ext I(g) ∪ I(g) ∪ int I(g) is a partition of H into convex subsets
such that ∂ ext I(g) = I(g) = ∂ int I(g).

6.1.2. Type (O)

Let Γ be a discrete subgroup of PSL(2,R) and suppose that ∞ is a cuspidal
point of Γ. Then (see [Bor97, 3.6]) there is a unique generator tλ :=

(
1 λ
0 1

)
with

λ > 0 of Γ∞.

Recall that a family {Sj | j ∈ J} of subsets of H is called locally finite if
for each z ∈ H there exists a neighborhood U of z in H such that the set
{j ∈ J | U ∩ Sj 6= ∅} is finite.

Our next goal is to show that the set of the interiors of all isometric spheres is
locally finite, or in other words, that the family of the interiors of all isometric
spheres is locally finite if it is indexed by the set of all isometric spheres. To this
end we will characterize the set of all isometric spheres as the set of classes of a
certain equivalence relation of elements in ΓrΓ∞. The equivalence relation on
ΓrΓ∞ is given by considering two elements as equivalent when they generate
the same isometric sphere. It will turn out that this equivalence relation is very
easily expressed via a group action, namely it is the left action of Γ∞ on ΓrΓ∞.
This characterization of isometric spheres allows to apply a result in [Bor97]
which directly translates to a statement on the radii of isometric spheres. We
start by investigating when two elements generate the same isometric sphere.
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6.1. Isometric fundamental domains

Lemma 6.1.2. Let g1, g2 ∈ ΓrΓ∞. Then the isometric spheres I(g1) and I(g2)
are equal if and only if g1g

−1
2 ∈ Γ∞.

Proof. Let gj :=
(
aj bj
cj dj

)
for j = 1, 2. Then I(g1) = I(g2) if and only if c1 =

c2 =: c and d1 = d2 =: d. Suppose that I(g1) = I(g2). Then

g1g
−1
2 =

(
a1d− b1c −a1b2 + b1a2

0 −cb2 + da2

)
=

(
1 −a1b2 + b1a2

0 1

)
,

where we used that det(g1) = 1 = det(g2). Hence g1g
−1
2 ∈ Γ∞.

Now suppose that g1g
−1
2 ∈ Γ∞. Then g1g

−1
2 =

(
1 mλ
0 1

)
for some m ∈ Z. Hence

g1 =

(
1 mλ
0 1

)
g2 =

(
a2 +mλc2 b2 +mλd2

c2 d2

)
.

Thus, c1 = c2 and d1 = d2.

Lemma 6.1.2 shows that the generator g of the isometric sphere I(g) is uniquely
determined up to left multiplication with elements in Γ∞. Let

IS := {I(g) | g ∈ ΓrΓ∞}

denote the set of all isometric spheres. Then the map

Υ:

{
Γ∞\(ΓrΓ∞) → IS

[g] 7→ I(g)

is a bijection.

Contrary to left multiplication, right multiplication of g with tmλ induces a shift
by −mλ. This fact will be needed to show that of the interiors of isometric
spheres which are generated by the elements of a double coset Γ∞gΓ∞ only
finitely many intersect small neighborhoods of a given point in H.

Lemma 6.1.3. Let g ∈ ΓrΓ∞ and m ∈ Z. Then I(gtmλ ) = I(g) −mλ.

Proof. Let
(
a b
c d

)
with c > 0 be a representative of g. Then

I(gtmλ ) = {z ∈ H | |cz + cmλ+ d| = 1}
= {z ∈ H | |c(z +mλ) + d| = 1}
= {w −mλ ∈ H | |cw + d| = 1}
= I(g) −mλ.

This shows the claim.

For g =
(
a b
c d

)
∈ Γ we set c(g) := |c|. The map c : Γ → R is well-defined.

Moreover, for each m,n ∈ Z it holds

tmλ gt
n
λ =

(
a+mλc nλa+mnλ2c+ b+mλd

c nλc+ d

)
.
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6. Cusp expansion

Hence, c is constant on the double coset Γ∞gΓ∞ of g in Γ. In particular, c
induces the map

c :

{
Γ∞\(ΓrΓ∞) → R+

[g] 7→ c(g).

Using the bijection Υ: Γ∞\(ΓrΓ∞) → IS we define the map c̃ : IS → R+,
c̃ := c ◦ Υ−1. Note that 1/c̃(I) is the radius of the isometric sphere I ∈ IS.

The following lemma is one of the key points for the proof of Prop. 6.1.5 below.
It uses the characterization of isometric spheres via Υ and Lemma 6.1.3.

Lemma 6.1.4. Let a, b ∈ R, a < b, and let U := (a, b) + iR+ be the vertical
strip in H spanned by a and b. For each k ∈ R+, the set

{int I | I ∈ IS, c̃(I) = k, int I ∩ U 6= ∅}

is finite.

Proof. Let g ∈ ΓrΓ∞ such that c(g) = k. At first we will show that the set
gΓ∞ contains only finitely many elements h such that int I(h) ∩ U 6= ∅. If for
all elements h in gΓ∞, the interior of I(h) does not intersect U , we are done.
Suppose that this is not the case and fix some h ∈ gΓ∞ such that int I(h)∩U 6= ∅.
We may assume w.l.o.g. that h = g. Recall that 1/c(g) is the radius of I(g). If
w ∈ int I(g), then int I(g) is contained in the vertical strip

(
Rew − 2

k ,Rew + 2
k

)
+ iR+.

Since int I(g) ∩ U 6= ∅, we find that

int I(g) ⊆
(
a− 2

k , b+ 2
k

)
+ iR+ =: P.

Let tmλ ∈ Γ∞. Lemma 6.1.3 implies that

int I(gtmλ ) ⊆ P −mλ =
(
a− 2

k −mλ, b+ 2
k −mλ

)
+ iR+.

For m ≤ 1
λ

(
− b+ a− 4

k

)
one easily calculates that

b+ 2
k ≤ a− 2

k −mλ,

and for m ≥ 1
λ

(
b− a+ 4

k

)
one has

a− 2
k ≥ b+ 2

k −mλ.

Thus, for |m| ≥ 1
λ

(
b− a+ 4

k

)
, the interior of I(gtmλ ) does not intersect P . Note

that U ⊆ P . Hence there are only finitely many elements h in gΓ∞ such that
int I(h) ∩ U 6= ∅.
By Lemma 6.1.2, int I(g) = int I(tmλ g) for all m ∈ Z. Therefore, the set

{int I(h) | h ∈ Γ∞gΓ∞, int I(h) ∩ U 6= ∅}

is finite. [Bor97, Lemma 3.7] states that there are only finitely many double
cosets Γ∞gΓ∞ in Γ such that c(g) = k for some (and hence any) representative
g of Γ∞gΓ∞. This completes the proof.
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6.1. Isometric fundamental domains

Recall that H equals the model D′ from Sec. 3.5.1 of two-dimensional real
hyperbolic space with changed order of coordinates. Therefore, for the height of
an element z ∈ H we have ht(z) = Im z. Then the maximal height of an element
of an isometric sphere I is 1/c̃(I). This in turn means that int I is contained in
the horizontal strip {z ∈ H | ht(z) < 1/c̃(I)}.
For each z ∈ H and r > 0, the set Br(z) denotes the open Euclidean ball with
radius r and center z.

Proposition 6.1.5. The set {int I | I ∈ IS} of all interiors of isometric spheres
is locally finite.

Proof. Let z ∈ H. Fix ε ∈ (0,ht(z)) and set U := Bε(z). We will show that
U ∩ int I 6= ∅ for some I ∈ IS implies that c̃(I) belongs to a finite set. Since U
is contained in the vertical strip (Re z − ε,Re z + ε) + iR+, Lemma 6.1.4 then
implies the claim. To that end set m := ht(z) − ε. Suppose that I ∈ IS with
c̃(I) ≥ 1

m . For each w ∈ int I we have

ht(w) <
1

c̃(I)
≤ m = ht(z) − ε.

Therefore w /∈ U and hence U ∩ int I = ∅. This means that if U ∩ int I 6= ∅,
then c̃(I) < 1

m . Now [Bor97, Lemma 3.7] implies that the map c assumes only
finitely many values less than 1

m . Hence also the map c̃ does so. The previous
argument shows that the proof is complete.

Now Remark 2.3.3 implies that Γ is of type (O).

Proposition 6.1.6. We have

⋃

I∈IS

int I =
⋃

I∈IS

int I = Hr
⋂

I∈IS

ext I.

Remark 6.1.7. If Λ is a subgroup of Γ, then the set of all interiors of isometric
spheres of Λ is a subset of the set of all interiors of isometric spheres of Γ. Hence,
if ∞ is a cuspidal point of Λ, then Λ is of type (O).

6.1.3. Type (F)

Let Γ be a discrete subgroup of PSL(2,R) of which ∞ is a cuspidal point.
Suppose that Γ satisfies the following condition:

For each z ∈ H, the set Hz :=
{

ht(gz)
∣∣ g ∈ 〈ΓrΓ∞〉

}

is bounded from above.
(A1)

The condition (A1) is clearly weaker and easier to check than the requirement
that ΓrΓ∞ be of type (F). Since the height is invariant under Γ∞, we see that
Hz = {ht(gz) | g ∈ Γ}, and hence (A1) is equivalent to

For each z ∈ H, the set Hz := {ht(gz) | g ∈ Γ} is
bounded from above.

(A1’)
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6. Cusp expansion

Prop. 6.1.9 below shows that the properties of Γ already implies that ΓrΓ∞ is
of type (F). For its proof we need the following lemma.

Lemma 6.1.8. Let α, β ∈ R+, α > β, and suppose that we have w ∈ H with
Imw ∈ [β, α]. Further let δ ∈ (0, α). Then there exists η > 0 such that for each
g ∈ PSL(2,R) for which Im(gw) ∈ [β, α] we have Bη(gw) ⊆ gBδ(w).

Proof. Let g =
(
a b
c d

)
∈ PSL(2,R) with Im(gw) ∈ [β, α] and pick z ∈ ∂Bδ(w).

Then (see [Kat92, Thm. 1.2.6])

cosh dH(z,w) = 1 +
|z − w|2

2 Im z · Imw
= 1 +

δ2

2 Im z · Imw

and

cosh dH(gz, gw) = 1 +
|gz − gw|2

2 Im(gz) · Im(gw)
.

Since dH(z,w) = dH(gz, gw), we have

|gz − gw|2 =
Im(gz) · Im(gw)

Im z · Imw
· δ2.

From Im(gz) = Im(z)/|cz + d|2 it follows that

|gz − gw|2 =
δ2

|cz + d|2|cw + d|2 .

We will now show that there is a universal upper bound (that is, it does not
depend on g, z or w) for |cz + d|2|cw + d|2. By assumption,

β ≤ Im(gw) =
Imw

|cw + d|2 ≤ α,

hence

β|cw + d|2 ≤ Imw ≤ α|cw + d|2.
Then β ≤ Imw ≤ α implies that

β|cw + d|2 ≤ α and β ≤ α|cw + d|2.

Therefore
β

α
≤ |cw + d|2 ≤ α

β
. (6.1)

Moreover, √
α

β
≥ |cw + d| ≥ | Im(cw + d)| = |c| Imw ≥ |c|β.

Thus

|c| ≤
√

α

β3
. (6.2)
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6.1. Isometric fundamental domains

Finally, (6.1) and (6.2) give

|cz + d| = |c(z − w) + cw + d|
≤ |c||z −w| + |cw + d|

≤
√

α

β3
· δ +

√
α

β
.

Hence, for all w ∈ H with Imw ∈ [β, α], for all z ∈ ∂Bδ(w) and all g =
(
a b
c d

)
in

PSL(2,R) with Im(gw) ∈ [β, α] we have

|cz + d|2|cw + d|2 ≤
(√

α

β3
· δ +

√
α

β

)2

· α
β

=:
1

k
.

Therefore
|gz − gw| ≥

√
kδ =: η.

Since gBδ(w) is connected, it follows that Bη(gw) ⊆ gBδ(w).

Let tλ =
(

1 λ
0 1

)
be the unique generator of Γ∞ such that λ > 0. For each r ∈ R,

the set
F∞(r) := (r, r + λ) + iR+

is a fundamental domain for Γ∞ in H. The proof of the following proposition
extensively uses that Γ satisfies (A1) and that each point w ∈ H is Γ∞-equivalent
to a point in F∞(r) of same height.

Proposition 6.1.9. The set ΓrΓ∞ is of type (F), i. e., for each z ∈ H, the
maximum of Hz exists.

Proof. Let z ∈ H and set α := supHz. Note that α is finite by (A1) (resp. by
(A1’)). Assume for contradiction that the maximum of Hz does not exist. Let
ε > 0 and set K := [0, λ] + i[α− ε, α]. We claim that the set

T := {h ∈ Γ | hz ∈ K}

is infinite. To see this, let n ∈ N. By our assumption that maxHz does not exist,
there are infinitely many g ∈ Γ with ht(gz) > α− 1

n . Since ht(tmλ w) = ht(w) for
each w ∈ H and m ∈ Z, there is at least one g ∈ Γ such that ht(gz) > α − 1

n

and gz ∈ F∞(0), thus gz ∈ K. By varying n, we see that T is infinite.

Fix some g ∈ T and set w := gz. Since Γ is discrete, it acts properly discontin-
uously on H (see [Kat92, Thm. 2.2.6]). Thus we find δ > 0 such that

Λ := {k ∈ Γ | kBδ(w) ∩Bδ(w) 6= ∅}

is finite. We will show that this contradicts to T being infinite. By Lemma 6.1.8
we find η > 0 such that Bη(hg

−1w) ⊆ hg−1Bδ(w) for all h ∈ T . For each h ∈ T
let Sh denote the subset of T such that Bη(hg

−1w) intersects each Bη(kg
−1w),

k ∈ Sh. We claim that at least one Sh is infinite. Assume for contradiction that
each Sh is finite. We construct a sequence (hn)n∈N in T as follows: Pick any
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6. Cusp expansion

h1 ∈ T and choose h2 ∈ TrSh1 . Suppose that we have already chosen h1, . . . , hj
such that hk ∈ Tr

⋃k−1
l=1 Sl, k = 2, . . . , j. Since T is infinite, the set Tr

⋃j
l=1 Sl

is non-empty. Pick any hj+1 ∈ Tr
⋃j
l=1 Sl. The axiom of choice shows that we

get an infinite sequence (hn)n∈N in T . By construction, for n1, n2 ∈ N, n1 6= n2,
the balls Bη(hn1g

−1w), Bη(hn2g
−1w) are disjoint.

Let vol denote the Euclidean volume and note that the η-neighborhood Bη(K)
of K is bounded. Then

∞ > vol(Bη(K)) ≥ vol

(
⋃

h∈T
Bη(hg

−1w)

)
≥ vol




∞⋃

j=1

Bη(hjg
−1w)


 =

=

∞∑

j=1

vol
(
Bη(hjg

−1w)
)

= 2πη

∞∑

j=1

1 = ∞,

which is a contradiction.

Hence there exists h ∈ T such that Sh is infinite. But then, for each k ∈ Sh, we
have

∅ 6= Bη(hg
−1w) ∩Bη(kg−1w) ⊆ hg−1Bδ(w) ∩ kg−1Bδ(w),

and therefore
∅ 6= Bδ(w) ∩ gh−1kg−1Bδ(w).

This contradicts to Λ being finite. In turn, the maximum of Hz exists.

Remark 6.1.10. Prop. 6.1.9 implies that whenever Λ is a subgroup of PSL(2,R)
such that ΛrΛ∞ is of type (F), then for each discrete subgroup Γ of Λ one has
that ΓrΓ∞ is of type (F) as long as ∞ is a cusp point of Γ.

6.1.4. The set K and isometric fundamental domains

Let Γ be a discrete subgroup of PSL(2,R) which has ∞ as cuspidal point and
satisfies (A1). Let

K :=
⋂

I∈IS

ext I

be the common part of the exteriors of all isometric spheres. Here we will prove
the existence of isometric fundamental domains for Γ. To that end we will show
that the boundary of K is contained in a locally finite union of isometric spheres.
The first lemma implies that the set of all isometric spheres is locally finite.

Lemma 6.1.11. The families
{
int I

∣∣ I ∈ IS
}

and IS are locally finite.

Proof. By Prop. 6.1.5 the family {int I | I ∈ IS} is locally finite. Then [vQ79,
Hilfssatz 7.14] states that the family {int I | I ∈ IS} is locally finite as well.
For each I ∈ IS, the isometric sphere I is a subset of int I. Hence IS is locally
finite.

Proposition 6.1.12. The boundary ∂K of K is contained in a locally finite
union of isometric spheres.
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6.1. Isometric fundamental domains

Proof. By Prop. 6.1.6, K =
⋂
I∈IS ext I is open. Then Prop. 6.1.6 (for the third

and the last equality) and 2.2.11 (for the last equality) imply that

∂K =
⋂

I∈IS

ext Ir
⋂

I∈IS

ext I =
⋂

I∈IS

ext I ∩
(
Hr

⋂

I∈IS

ext I
)

=
⋂

I∈IS

ext I ∩
⋃

I∈IS

int I =
⋂

I∈IS

ext I ∩
⋃

I∈IS

int I.

Therefore z ∈ ∂K if and only if

∀ I ∈ IS: z ∈ ext I and ∃ J ∈ IS : z ∈ intJ.

Since ext J ∩ intJ = J for all J ∈ IS, we see that z ∈ ∂K if and only if

∀ I ∈ IS: z ∈ ext I and ∃ J ∈ IS : z ∈ J.
Thus, ∂K ⊆ ⋃I∈IS I. The set IS is locally finite by Lemma 6.1.11.

Remark 6.1.13. Prop. 6.1.12 does not show that the family of connected com-
ponents of ∂K is locally finite. That this is indeed the case will be proven in
Sec. 6.1.5.

Lemma 6.1.14. The set K is convex. Moreover, if z ∈ K, then the geodesic
segment (z,∞) is contained in K.

Proof. Recall from Remark 6.1.1 that ext I is a convex set for each I ∈ IS. Thus,
K =

⋂
I∈IS ext I is so. Let z ∈ K. Prop. 2.2.11 shows that

z ∈
⋂

I∈IS

ext I =
⋂

I∈IS

ext I.

Hence, for each I ∈ IS we have z ∈ ext I. By Remark 6.1.1, for each I ∈ IS, the
geodesic segment (z,∞) is contained in ext I. Therefore (z,∞) is contained in⋂
I∈IS ext I = K.

Recall that we suppose that Γ is discrete with cuspidal point ∞ and fulfills (A1).
As before, let tλ :=

(
1 λ
0 1

)
be the unique generator of Γ∞ with λ > 0. For each

r ∈ R set F∞(r) := (r, r + λ) + iR+, which is a fundamental domain for Γ∞ in
H. Let

F(r) := F∞(r) ∩K.
Theorem 6.1.15. For each r ∈ R, the set F(r) is a convex fundamental domain
for Γ in H. Moreover,

∂F(r) =
(
∂F∞(r) ∩K

)
∪
(
F∞(r) ∩ ∂K

)
.

Proof. Let r ∈ R. Then F∞(r) is obviously a convex domain. Lemma 6.1.14
states that K is convex, and Prop. 6.1.6 implies that K is open. Therefore,
F∞(r) ∩ K is a convex domain.

Now we show that F∞(r) ∩ K = F∞(r) ∩ K. Clearly, we have F∞(r) ∩K ⊆
F∞(r) ∩ K. To prove the opposite inclusion relation let z ∈ F∞(r) ∩ K, hence
we are in one of the following four cases:
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6. Cusp expansion

Case 1: Suppose z ∈ F∞(r) ∩ K. Obviously, z ∈ F∞(r) ∩ K.

Case 2: Suppose z ∈ ∂F∞(r)∩K. Fix a neighborhood V of z such that V ⊆ K.
For each neighborhood U of z with U ⊆ V we have U ∩ F∞(r) 6= ∅.
Hence U ∩ F∞(r) ∩ K 6= ∅. Therefore z ∈ F∞(r) ∩ K.

Case 3: Suppose z ∈ F∞(r)∩∂K. Analogously to Case 2 we find z ∈ F∞(r) ∩K.

Case 4: Suppose z ∈ ∂F∞(r)∩∂K. Fix a neighborhood V of z such that ∂K∩V
is contained in the finite union of the isometric spheres I1, . . . , In. Then
∂F∞(r) intersects each Ij transversely (if at all). Therefore, for each
neighborhood U of z with U ⊆ V we find U ∩ F∞(r) ∩ K 6= ∅. Hence
z ∈ F∞(r) ∩ K.

Thus, F∞(r)∩K = F∞(r) ∩ K. By Prop. 6.1.6, the group Γ is of type (O), and
Prop. 6.1.9 shows that ΓrΓ∞ is of type (F). Thus all hypotheses of Theorem 2.3.4
are satisfied, which states that F(r) is a fundamental region for Γ in H.

Finally,

∂F(r) = F(r)rF(r)

=
(
F∞(r) ∩K

)
∩ ∁
(
F∞(r) ∩ K

)

=
(
F∞(r) ∩K

)
∩
(
∁F∞(r) ∪ ∁K

)

=
(
F∞(r) ∩ ∁F∞(r) ∩ K

)
∪
(
F∞(r) ∩K ∩ ∁K

)

=
(
∂F∞(r) ∩ K

)
∪
(
F∞(r) ∩ ∂K

)
.

This completes the proof.

Example 6.1.16. For n ∈ N, n ≥ 3, let λn := 2 cos πn . The subgroup of
PSL(2,R) which is generated by

S :=

(
0 −1
1 0

)
and Tn :=

(
1 λn
0 1

)

is called the Hecke triangle group Gn. Using Poincaré’s Theorem (see [Mas71])
one sees that

Fn :=
{
z ∈ H

∣∣ |z| > 1, |Re z| < λn

2

}

is a fundamental domain for Gn in H (see Fig. 6.1). The group Gn has ∞ as
cuspidal point. The stabilizer of ∞ is

(Gn)∞ =
{(

1 mλn
0 1

) ∣∣ m ∈ Z
}
.

Hence each vertical strip F∞(r) := (r, r+λn)+iR+ of width λn is a fundamental
domain for (Gn)∞ in H. The complete geodesic segment

(−1, 1) = {z ∈ H | |z| = 1}

is the isometric sphere I(S) of S. Its subsegment (−̺n, ̺n) with

̺n :=
λn
2

+ i

√
1 − λ2

n

4
= cos πn + i sin π

n
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Fn

i

̺n−̺n

−λn

2

λn

2

Figure 6.1: The fundamental domain Fn for Gn in H.

is the non-vertical side of Fn. Therefore

F = F∞
(
− λn

2

)
∩ ext I(S).

This in turn implies that

K =
⋂

g∈Gnr(Gn)∞

ext I(g) =
⋂

m∈Z

ext I(STmn ).

K

0−λn

2

λn

2
λn−λn

3

2
λn− 3

2
λn

Figure 6.2: The set K for Gn.

Example 6.1.17. We consider the group

PΓ0(5) :=
{(

a b
c d

)
∈ PSL(2,Z)

∣∣ c ≡ 0 mod 5
}
.

This group has ∞ as cuspidal point. The stabilizer of ∞ is given by

PΓ0(5)∞ =
{(

1 b
0 1

) ∣∣ b ∈ Z
}
.

Therefore, each vertical strip F∞(r) := (r, r + 1) + iR+ of width 1 is a funda-
mental domain for PΓ0(5)∞. The isometric spheres of PΓ0(5) are the sets

Ic,d = {z ∈ H | |5cz + d| = 1} =
{
z ∈ H

∣∣ ∣∣z + d
5c

∣∣ = 1
5c

}
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6. Cusp expansion

where c ∈ N and d ∈ Z. This clearly shows that the set of all interiors of
isometric spheres is locally finite, which implies that PΓ0(5) is of type (O). One
easily shows that PΓ0(5) is of type (F). The set K is given by

K =
⋂

d∈Z

{
z ∈ H

∣∣ ∣∣z + d
5

∣∣ > 1
5

}
,

see Fig. 6.3.

K

1

5

2

5

3

5

4

5

6

5
− 1

5
0 1

Figure 6.3: The set K for Gn.

Then the set

F = F∞(0) ∩ K = F∞(0) ∩
4⋂

d=1

{
z ∈ H

∣∣ ∣∣z − d
5

∣∣ > 1
5

}

is an isometric fundamental domain for PΓ0(5) in H.

0 11

5

2

5

3

5

4

5

F

Figure 6.4: The fundamental domain F for PΓ0(5) in H.
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6.1. Isometric fundamental domains

6.1.5. Relevant sets and the boundary structure of K

Let Γ be a discrete subgroup of PSL(2,R) of which ∞ is a cuspidal point and
suppose that Γ satisfies (A1). Recall that

K =
⋂

I∈IS

ext I.

Definition 6.1.18. An isometric sphere I is called relevant if I ∩ ∂K contains
a submanifold of H of codimension one. If the isometric sphere I is relevant,
then I ∩ ∂K is called its relevant part.

Example 6.1.19. Recall the Hecke triangle group Gn from Example 6.1.16.
The relevant isometric spheres for Gn are I(STmn ) with m ∈ Z. The relevant
part of I(STmn ) is the geodesic segment [−̺n, ̺n] −mλn.

From now on, to simplify notation and exposition, we use the following conven-
tion. Let α : I → H be a geodesic arc where I is an interval of the form [a,∞)
or (a,∞) with a ∈ R. Then α(∞) ∈ ∂gH. In contrast to the definition on
p. 86, we denote the associated geodesic segment by [a, α(∞)] resp. (a, α(∞)],
even though we do not consider α(∞) as belonging to α(I). Further, we use the
obvious analogous convention if I is of the form (−∞, a] or (−∞, a) or (−∞,∞).

There are only two situations in which we do consider the endpoints in ∂gH
to belong to the geodesic segment. If s1 = [a, b], s2 = [b, c] are two geodesic
segments with b ∈ ∂gH, then we say that b is an intersection point of s1 and
s2. Further, if A is a subset of H

g
or if A is a subset of H but considered as a

subset of H
g
, then s1 ⊆ A means that indeed also the points a and b belong to

A.

On the other hand, if A is some subset of H, then s1 ⊆ A means that s1 ∩H
is a subset of A. The context will always clarify which interpretation of [a, b] is
used.

Lemma 6.1.20.

(i) The relevant part of a relevant isometric sphere is a geodesic segment.
Suppose that a is an endpoint of the relevant part s of the isometric sphere
I. If a ∈ H, then a ∈ s.

(ii) Suppose that I and J are two different relevant isometric spheres and let
sI := [a, b] resp. sJ := [c, d] be their relevant parts with Re a < Re b and
Re c < Re d. Then sI and sJ intersect in at most one point. Moreover, if
I intersects sJ , then sI intersects sJ . In this case, the intersection point
is either a = d or b = c.

(iii) Let I be a relevant isometric sphere and sI := [a, b] its relevant part. If
a ∈ H, then there is a relevant isometric sphere J different from I with
relevant part sJ := [c, a]. Moreover, we have either Re c < Re a < Re b or
Re b < Re a < Re c.

(iv) If c ∈ ∂K, then there is a relevant isometric sphere which contains c.
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6. Cusp expansion

Proof.

(i) Let I be a relevant isometric sphere and let s := I ∩∂K denote its relevant
part. Suppose that a, b ∈ s and let c be an element of the geodesic segment
(a, b). We will show that c ∈ s. Note that c ∈ H. Since K is convex, c ∈ K.
Moreover, (a, b) is a subset of the complete geodesic segment I, thus c ∈ I.
Therefore c ∈ I ∩ K. Because

I ∩K = I ∩
⋂

J∈IS

ext J ⊆ I ∩ ext I = ∅, (6.3)

and K is open (see Prop. 6.1.6) we get that

I ∩ K = I ∩ ∂K. (6.4)

Therefore, c ∈ I ∩ ∂K = s. This shows that s is a geodesic segment.

Finally, since I and ∂K are closed subsets of H, the set s is closed as well.
Since s is a geodesic segment, this means that it contains all its endpoints
that are in H.

(ii) In this part we consider all geodesic segments and in particular the isomet-
ric spheres as subsets of H

g
. Since I and J are different geodesic segments,

they intersect (in H
g
) in at most one point. In particular, their relevant

parts do so. Suppose that I intersects sJ in z. Note that possibly z ∈ ∂gH.
Since K is convex, z ∈ clHg(K). Because

(
clHg(K)

)◦
= K, we find analo-

gously to (6.4) that I ∩ clHg(K) = I ∩ ∂gK. Then z ∈ I ∩ ∂gK = sI .

We will now show that z is either a or b. If z ∈ ∂gH, then this is clear.
Suppose that z ∈ H. Assume for contradiction that z ∈ (a, b). The
intersection of I and J in z is transversal. Then either [a, z) or (z, b] is
contained in intJ . But then, since ∁K =

⋃
I′∈IS int I ′, the geodesic segment

[a, z) resp. (z, b] is disjoint to ∂K and therefore disjoint to the relevant part
sI of I. This is a contradiction. Therefore z ∈ {a, b}. Analogously, we find
z ∈ {c, d}.
W.l.o.g. we assume that z = a. Then a = c or a = d. We will prove
that a = d. Assume for contradiction that a = c. Then, since we have
that Re a = Re c < Re b,Re d, we find b′ ∈ (a, b] and d′ ∈ (c, d] such that
Re b′ = Re d′. If Im d′ = Im b′, then the non-trivial geodesic segments [a, b′]
and [c, d′] would coincide, which would imply that I = J . Thus, we may
assume that Im d′ < Im b′. Then d′ ∈ int I, which means that d′ is not
contained in the relevant part of J . This is a contradiction. Hence a = d.

(iii) Our first goal is to show that there is an isometric sphere J different to I
with a ∈ J . By Lemma 6.1.11 we find an open connected neighborhood U
of a in H which intersects int J for only finitely many J ∈ IS, say

{
J ∈ IS

∣∣ U ∩ int J 6= ∅
}

= {J1, . . . , Jn} =: J

and suppose that J1 = I. If there is J ∈ IS such that J 6= I and a ∈ J , then
J ∈ {J2, . . . , Jn}. Assume for contradiction that a /∈ Jj for j = 2, . . . , n.
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6.1. Isometric fundamental domains

By choice of U , for all J ∈ ISrJ we have U ⊆ ext J . We claim that by
shrinking U we find an open connected neighborhood V of a such that
V ⊆ ⋂{ext J | J ∈ ISr{I}}. Let j ∈ {2, . . . , n}. Since

a ∈ ∂K ⊆ K =
⋂

J∈IS

ext J =
⋂

J∈IS

ext J

(see Prop 2.2.11), it follows that a ∈ ext Jj . Because ext Jj is open, there
is an open connected neighborhood Uj of a such that Uj ⊆ ext Jj . Set
V := U ∩⋂n

j=2 Uj, which is an open connected neighborhood of a. Then
V ∩ I = (z,w) with a ∈ (z,w). Employing (6.4) we find

I ∩ ∂K = I ∩ K ⊇ I ∩ V ∩ ∂K = I ∩
(
V ∩

⋂

J∈IS

ext J
)

= I ∩
(
V ∩ ext I

)
= I ∩ V

= (z,w).

Therefore a ∈ (z,w) ⊆ sI , in contradiction to a being an endpoint of sI .
Hence, there is an isometric sphere J with J 6= I and a ∈ J . Note that we
have already shown that there are only finitely many of these.

We now prove the existence of a relevant isometric sphere J 6= I with
a ∈ J . Let x, y be the endpoint of I. By assumption, the non-trivial
geodesic segment [x, a) is disjoint to sI = I ∩ ∂K. Since [x, a) ⊆ I and
I ∩ K = ∅, it follows that ∅ = [x, a) ∩

(
K ∩ ∂K

)
. Hence

[x, a) ⊆ ∁K =
⋃

J∈IS

int J.

Let J be an isometric sphere with J 6= I and a ∈ J . Since J intersects I
only once, it follows that [x, a) ⊆ int J .

Now consider all isometric spheres Ij such that Ij 6= I and a ∈ Ij. As
already seen, there are only finitely many, say I1, . . . , Ik. Suppose that
for j = 1, . . . , k, the isometric sphere Ij is the complete geodesic segment
[xj , yj] with xj < yj and suppose further that y1 < . . . < yk. For the
endpoints x, y of I suppose that x < y. W.l.o.g. assume that Re a < Re b.
Then

x1 < . . . < xk < x < Re a < y1 < . . . yk < y.

This implies that int I1 contains the geodesic segment [xj , a) for j =
2, . . . , k, and that

[x1, a) ⊆
k⋂

j=2

ext Ij ∩ ext I.

We claim that I1 is relevant. To that end let U be chosen as above. Then
I, I1, . . . , Ik ∈ J . For each J ∈ J with a /∈ J choose an open connected
neighborhood VJ of a such that VJ ⊆ ext J . Set V := U ∩ ⋂J∈J ,a/∈J VJ .
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6. Cusp expansion

Since V is an open connected neighborhood of a, there exists e 6= a such
that (e, a) = V ∩ [x1, a). Then

I1 ∩ ∂K = I1 ∩K ⊇ I1 ∩ V ∩
⋂

J∈IS

extJ

= I1 ∩ V ∩
k⋂

j=1

ext Ij ∩ ext I

⊇ V ∩ [x1, a) = (e, a).

Therefore I1 is relevant. The remaining claims now follow from (ii).

(iv) By Lemma 6.1.11 we find an open connected neighborhood U of c in H
which intersects only finitely many isometric spheres. Say

I := {I ∈ IS | I ∩ U 6= ∅}.

Each isometric sphere which contains c is an element of I. Prop. 6.1.12
shows that at least one element of I does contain c. Let J := {J1, . . . , Jk}
be the subset of I of isometric spheres which contain c. Suppose that
for j = 1, . . . , k, the isometric sphere Jj is the complete geodesic segment
[xj , yj] with xj < yj and suppose further that y1 < . . . < yk. As in (iii)
one concludes that J1 is relevant.

The following example shows that Lemma 6.1.20(iii) does not have an analogous
statement for a ∈ ∂gH, nor Lemma 6.1.20(iv) for c ∈ ∂gK.

Example 6.1.21. Let S :=
(

0 −1
1 0

)
and T := ( 1 4

0 1 ), and denote by Γ the sub-
group of PSL(2,R) which is generated by S and T . One easily sees that

F := {z ∈ H | |Re z| < 2, |z| > 1}

is a fundamental domain for Γ in H, either by using Poincaré’s Theorem (see

−2 −1 0 1 2

F

Figure 6.5: The fundamental domain F .

[Mas71]). If we set F∞ := {z ∈ H | |Re z| < 2}, then it follows that

F = F∞ ∩ ext I(S).
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6.1. Isometric fundamental domains

Hence, F is an isometric fundamental domain. The relevant isometric spheres
are I(S) = {z ∈ H | |z| = 1} and its translates by Tm, m ∈ Z. Moreover, I(S) is
the relevant part of I(S), and there is no relevant isometric sphere with relevant
part [1, c] for some c ∈ H

gr{−1}. Further there is no relevant isometric sphere
with endpoint 3/2 ∈ ∂gK.

Let pr∞ : H
gr{∞} → R denote the geodesic projection from ∞ to ∂gH, i. e.,

pr∞(z) := z − ht(z) = Re z.

For a, b ∈ R set

〈a, b〉 :=

{
[a, b] if a ≤ b,

[b, a] otherwise.

Let Rel be the set of all relevant isometric spheres.

Definition 6.1.22. Let Rel 6= ∅. A vertex of K is an endpoint of the relevant
part of a relevant isometric sphere. Suppose that v is a vertex of K. If v ∈ H,
then v is said to be an inner vertex, otherwise v is an infinite vertex.

If v is an infinite vertex and there are two different relevant isometric spheres
I1, I2 with relevant parts [a, v] resp. [v, b], then v is called a two-sided infinite
vertex, otherwise v is said to be a one-sided infinite vertex.

Example 6.1.23. For each of our sample groups we consider the set K and
its vertices.

(i) Recall the Hecke triangle group Gn from Example 6.1.16. The set K has
only inner vertices, namely ̺n and its (Gn)∞-translates.

(ii) Recall the congruence group PΓ0(5) from Example 6.1.17. For this group,
the set K has inner as well as infinite vertices. All infinite vertices are
two-sided.

(iii) For the group Γ from Example 6.1.21 we have

K =
⋂

m∈Z

ext I(STm) = {z ∈ H | ∀m ∈ Z : |z + 4m| > 1},

see Fig. 6.6. Each vertex of K is one-sided infinite.

Prop. 6.1.26 below justifies the notions in Def. 6.1.22. For a precise statement,
we need the following two definitions.

Definition 6.1.24. A side of a subset A of H is a non-empty maximal convex
subset of ∂A. A side S is called vertical if pr∞(S) is a singleton, otherwise it is
called non-vertical.

Definition 6.1.25. Let {Aj | j ∈ J} be a family of (possibly bounded) real
submanifolds of H or H

g
, and let n := max{dimAj | j ∈ J}. The union

⋃
j∈J Aj

is said to be essentially disjoint if for each i, j ∈ J , i 6= j, the intersection Ai∩Aj
is contained in a (possibly bounded) real submanifold of dimension n− 1.
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6. Cusp expansion

−1 0 1 2 3 4 5

K

Figure 6.6: The set K for the group Γ from Example 6.1.21.

The following proposition gives a first insight in the boundary structure of K.
It is an immediate consequence of Lemma 6.1.20 and Prop. 6.1.12.

Proposition 6.1.26. Suppose that Rel 6= ∅. The set ∂K is the essentially
disjoint union of the relevant parts of all relevant isometric spheres. The sides
of K are precisely these relevant parts. Each side of K is non-vertical. The
family of sides of K is locally finite.

Remark 6.1.27. If Rel = ∅, then Prop. 6.1.26 is essentially void. In this case,
K = H, hence ∂K = ∅ and ∂gK = ∂gH.

Prop. 6.1.29 below provides a deeper insight in the structure of ∂K by showing
that the isometric sphere I(g) is relevant if and only if I(g−1) is relevant and
that even the relevant parts are mapped to each other by g resp. g−1. For its
proof we need the following lemma.

Lemma 6.1.28. Let g1, g2 ∈ ΓrΓ∞ such that I(g1) ∩ int I(g2) 6= ∅. Then
g2g

−1
1 ∈ ΓrΓ∞ and

g1
(
I(g1) ∩ int I(g2)

)
= I
(
g−1
1

)
∩ int I

(
g2g

−1
1

)
.

Proof. For j = 1, 2 let gj =
(
aj bj
cj dj

)
. Fix z ∈ I(g1) ∩ int I(g2) and set w := g1z.

By Lemma 2.2.12, w ∈ I(g−1
1 ). Hence it remains to prove that w ∈ int I(g2g

−1
1 ).

We have

1 > |c2z + d2| = |c2g−1
1 w + d2| =

∣∣∣∣c2
d1w − b1
−c1w + a1

+ d2

∣∣∣∣

=
|(d1c2 − c1d2)w + a1d2 − b1c2|

| − c1w + a1|
= |(c2d1 − c1d2)w + a1d2 − b1c2|,

where the last equality holds because w ∈ I(g−1
1 ). Now

g2g
−1
1 =

(
d1a2 − c1b2 −b1a2 + a1b2
d1c2 − c1d2 −b1c2 + a1d2

)
∈ Γ.

If d1c2 − c1d2 would vanish, then g2g
−1
1 would be of the form ( ∗ ∗

0 c3 ) ∈ Γ∞ with
|c3| = |a1d2−b1c2| < 1. But, since ∞ is a cuspidal point of Γ, each element of Γ∞
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is of the form ( 1 ∗
0 1 ). This gives a contradiction. Therefore, d1c2 − c1d2 6= 0 and

g2g
−1
1 ∈ ΓrΓ∞. The calculation from above shows that w ∈ int I(g2g

−1
1 ).

Proposition 6.1.29. Let I(g) be a relevant isometric sphere with relevant part
[a, b]. Then the isometric sphere I(g−1) is relevant and its relevant part is
g[a, b] = [ga, gb].

Proof. Let z ∈ [a, b] ∩ H. We show that gz ∈ ∂K. Assume for contradiction
that gz /∈ ∂K. Then either gz ∈ HrK =

⋃
I∈IS int I or gz ∈ K =

⋂
I∈IS ext I.

Suppose that gz ∈ ⋃
I∈IS int I and pick h ∈ ΓrΓ∞ such that gz ∈ int I(h).

Lemma 2.2.12 shows that gz ∈ I(g−1)∩ int I(h). But then Lemma 6.1.28 states
that z ∈ int I(hg), which contradicts to z ∈ ∂K. Thus, gz ∈ K. From gz ∈
I(g−1) it follows that gz /∈ K ⊆ ext I(g−1). If we suppose that gz ∈ K, then the
previous argument gives a contradiction. Hence, gz ∈ ∂K.

This shows that the submanifold g[a, b] = [ga, gb] of H of codimension one (and
possibly with boundary) is contained in I(g−1) ∩ ∂K. Thus, I(g−1) is relevant.
Suppose that [c, d] is the relevant part of I(g−1). The previous argument shows
that g−1[c, d] is contained in the relevant part of I(g). Hence

[a, b] = g−1g[a, b] ⊆ g−1[c, d] ⊆ [a, b],

and therefore [c, d] = g[a, b].

Remark 6.1.30. Prop. 6.1.29 clearly implies that inner vertices of K are mapped
to inner vertices, and infinite vertices to infinite ones. But it does not show
whether two-sided infinite vertices are mapped to two-sided infinite vertices,
and one-sided infinite vertices to one-sided ones. We do not know whether this
is true for all discrete subgroups of PSL(2,R) of which ∞ is a cuspidal point
and which satisfy (A1).

6.1.6. The structure of the isometric fundamental domains

Let Γ be a discrete subgroup of PSL(2,R) of which ∞ is a cuspidal point and
which satisfies (A1). Let tλ =

(
1 λ
0 1

)
be the generator of Γ∞ with λ > 0 and

recall that for each r ∈ R, the set F∞(r) := (r, r + λ) + iR+ is a fundamental
domain for Γ∞ in H. As before set K :=

⋂
I∈IS ext I and define

F(r) := F∞(r) ∩ K

for r ∈ R. In this section we will show that, for some choices of r ∈ R, the
fundamental domain F(r) is a geometrically finite, exact, convex fundamental
polyhedron for Γ in H. This in turn will show that Γ is a geometrically finite
group and will allow to characterize the cuspidal points of Γ.

Definition 6.1.31. Let Λ be a subgroup of PSL(2,R).

(i) A convex polyhedron in H is a non-empty, closed, convex subset of H such
that the family of its sides is locally finite.
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6. Cusp expansion

(ii) A fundamental region R for Λ is locally finite if {gR | g ∈ Λ} is a lo-
cally finite family of subsets of H. If R is a fundamental domain and a
locally finite fundamental region for Λ in H, then R is called a locally finite
fundamental domain for Λ in H.

(iii) A convex fundamental polyhedron for Λ in H is a convex polyhedron in H
whose interior is a locally finite fundamental domain for Λ in H.

(iv) A convex fundamental polyhedron P for Λ in H is exact if for each side S
of P there is an element g ∈ Λ such that S = P ∩ gP .

(v) A convex polyhedron P in H is geometrically finite if for each point x in
∂gP there is an open neighborhood N of x in H

g
that meets just the sides

of P with endpoint x.

Prop. 6.1.34 below discusses the boundary structure of F(r). This result is a
major input for the proof that Γ is geometrically finite and, even more, allows to
introduce the notion of boundary intervals in Sec. 6.2 which in turn determines
a type of precells and cells in H and finally takes part in the proof that the base
manifold of the cross sections is totally geodesic (see Sec. 6.5). The non-vertical
sides of F(r) are contained in relevant isometric spheres. Isometric spheres
which coincide with ∂F(r) in a single point or not at all are not interesting for
the structure of F(r).

Definition 6.1.32. Let r ∈ R. We say that the isometric sphere I contributes
to ∂F(r) if I ∩ ∂F(r) contains more than one point.

Note that an isometric sphere which contributes to ∂F(r) is necessarily relevant.

Lemma 6.1.33. There exists M ≥ 0 such that the set

H◦
M := {z ∈ H | ht(z) > M}

is contained in K. Moreover, H◦
M ∩ ∂K = ∅.

Proof. Recall the map c̃ : IS → R+ from p. 94. [Bor97, Lemma 3.7] implies that
c̃ assumes its minimum. Necessarily, min c̃(IS) > 0. Choose M > 1/min c̃(IS).
Pick z ∈ H◦

M and let I ∈ IS. Since the radius of I is 1/c̃(I), this isometric
sphere is height-bounded from above by M . Remark 6.1.1 implies that z ∈
ext I. Therefore, z ∈ ⋂

I∈IS ext I = K. Now K is open by Prop. 6.1.6, thus
H◦
M ∩ ∂K = ∅.

Proposition 6.1.34. Let r ∈ R. The fundamental domain F(r) has two vertical
sides. These are the connected components of ∂F∞(r) ∩ K. The set of non-
vertical sides of F(r) is given by

{
I ∩ ∂F(r)

∣∣ I contributes to ∂F(r)
}
.

In particular, each relevant isometric sphere induces at most one side of F(r).
Moreover, the family of sides of F(r) is locally finite.
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Proof. Recall the boundary structure of F(r) from Theorem 6.1.15. We start by
showing that there are two connected components of ∂F∞(r)∩K and that these
are vertical sides of K. The set ∂F∞(r) consists of two connected components
given by the geodesic segments (r,∞) and (r + λ,∞). Consider (a,∞) where
a ∈ {r, r + λ}. Lemma 6.1.33 shows that (a,∞) ∩ K 6= ∅. Let z be any element
of (a,∞) ∩ K. Then Lemma 6.1.14 shows that the geodesic segment [z,∞)
is contained in K. Clearly, it is contained in ∂F∞(r). Thus, each connected
component of ∂F∞(r) ∩ K is non-empty and a vertical side of F(r). Moreover,
this shows that the non-vertical sides of F(r) are contained in F∞(r)∩ ∂K. We
will show that each side of F(r) which intersects F∞(r) ∩ ∂K is non-vertical.
Then each vertical side of F(r) which intersects F∞(r) ∩ ∂K is necessarily one
of the two above, which shows that there are only these two vertical sides.

Let S be a side of F(r) which intersects F∞(r)∩∂K. Hence there exists c ∈ ∂K
such that c ∈ S. Lemma 6.1.20 shows that there exists a relevant isometric
sphere I with relevant part sI such that c ∈ sI . Since F∞(r) is convex and
open, the intersection

sI ∩ F∞(r) = I ∩ ∂K ∩ F∞(r)

is a non-trivial geodesic segment. Therefore, sI ∩ F∞(r) ⊆ S and I contributes
to ∂F(r). Since sI ∩F∞(r) is non-vertical, S is so. By definition, S is a geodesic
segment. Since I is a complete geodesic segment which intersects S non-trivially,
S ⊆ I. Hence, since S ⊆ F∞(r) ∩ ∂K,

S = I ∩ ∂K ∩F∞(r) = I ∩ ∂F(r).

This shows that each side of F(r) which intersects F∞(r) ∩ ∂K is non-vertical
and of the form I ∩ ∂F(r) for some isometric sphere I which contributes to
∂F(r).

Suppose now that I is an isometric sphere contributing to ∂F(r). Since I is
non-vertical, I ∩ ∂F(r) is contained in some non-vertical side S of F(r). Using
that I is a complete geodesic segment, we get that S = I ∩ ∂F(r). Hence, the
set of non-vertical sides of F(r) is precisely

{I ∩ ∂F(r) | I contributes to ∂F(r)}

and each relevant isometric sphere generates at most one side of F(r). Now
Lemma 6.1.11, or alternatively Prop. 6.1.26, shows that the family of non-
vertical sides is locally finite. Since there are only two vertical sides, the family
of all sides is locally finite.

Lemma 6.1.35. Let I be a relevant isometric sphere with relevant part s. If t
is a subset of s (in H), then pr−1

∞ (pr∞(t)) ∩ ∂K = t.

Proof. Let V := pr−1
∞ (pr∞(s)) and pick z ∈ V ∩ ∂K. By Lemma 6.1.14, the

geodesic segment [z,∞) is contained in K with (z,∞) ⊆ K. By Prop. 6.1.12
there is an isometric sphere J such that z ∈ J . Remark 6.1.1 shows that
(pr∞(z), z) ⊆ intJ and therefore (pr∞(z), z)∩K = ∅. Hence (pr∞(z),∞)∩∂K =
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{z}. Let w ∈ s. Then w ∩ V ∩ ∂K and pr−1
∞ (pr∞(w)) ∩ ∂K = {w}. This proves

the claim.

Recall that Rel denotes the set of all relevant isometric spheres.

Proposition 6.1.36. Let r ∈ R. Then the set F(r) is a geometrically finite
convex polyhedron. In particular, F(r) is finite-sided.

Proof. If Rel = ∅, then F(r) = F∞(r) and the statements are obviously true.
Suppose that Rel 6= ∅. Theorem 6.1.15 shows that F(r) is convex and Prop. 6.1.34
states that the family of sides of F(r), which is the same as that of F(r), is lo-
cally finite. Therefore, F(r) is a convex polyhedron.

We will now show that F(r) is geometrically finite. Let x ∈ ∂gF(r). Because

F(r) is a convex polyhedron in a two-dimensional space, there are at most two
sides of F(r) with endpoint x.

Suppose that x = ∞. There are two sides of F(r) with endpoint ∞, namely
the vertical ones. Lemma 6.1.33 shows that we find M ≥ 0 such that the set
H◦
M := {z ∈ H | ht(z) > M} is contained in K and H◦

M ∩ ∂K = ∅. Let ε > 0.
Then

U :=
(
H◦
M ∩

{
z ∈ H

gr{∞}
∣∣ Re z /∈ [r − ε, r + λ+ ε]

})
∪ {∞}

is a neighborhood of ∞ in H
g
. Using Thm. 6.1.15 we find

U ∩ ∂F(r) =
(
U ∩

(
∂F∞(r) ∩K

))
∪
(
U ∩

(
F∞(r) ∩ ∂K

))

=
((
U ∩ K

)
∩ ∂F∞(r)

)
∪
((
U ∩ ∂K

)
∩ F∞(r)

)

= U ∩ ∂F∞(r).

Hence U intersects only the two vertical sides of F(r).

Suppose now that x ∈ R. In the following we construct vertical strips in H
for all possible intersection situations at x. Afterwards these vertical strips are
combined to a neighborhood of x.

If x is the endpoint of the relevant part s := [a, x] of some relevant isometric
sphere I with Re a < x such that s ∩ ∂F(r) is not empty or a singleton, then
choose ε > 0 such that max{r,Re a} < x−ε and consider the vertical strip V :=
(x− ε, x] + iR+ where (x− ε, x] denotes an interval in R. Clearly, V ⊆ F∞(r).
By Lemma 6.1.35, V ∩ ∂K ⊆ s. By Thm. 6.1.15 we find

V ∩ ∂F(r) =
(
V ∩

(
∂F∞(r) ∩ K

))
∪
(
V ∩

(
F∞(r) ∩ ∂K

))

=
((
V ∩ ∂F∞(r)

)
∩ K

)
∪
((
V ∩ ∂K

)
∩ F∞(r)

)

= s ∩ F∞(r).

Hence V intersects only the side of F(r) which is contained in s.
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If x is the endpoint of a vertical side s of F(r), then x = r or x = r+ λ and the
vertical strip V := (−∞, r] + iR+ resp. V := [r+ λ,∞) + iR+ intersects only s.

If x is the endpoint of at most one side of F(r), then there exists an interval I
of the form [x, y) or (y, x] in ∂gF(r). More precisely, if x = r, then I is of the
form [x, y). If x = r+ λ, then I is of the form (y, x]. If x is the endpoint of the
relevant part [a, x] of some relevant sphere and if Re a < x, then I = [x, y). If
Re a > x, then I = (y, x]. If x is not the endpoint of any side, then there exists
an interval of each kind. In all cases, Lemma 6.1.14 implies that the vertical
strip V := I + iR+ is contained in K and therefore in F(r). If x = r, then V
intersects the vertical side (r,∞). If x = r + λ, then V intersects the vertical
side (r + λ,∞). In all other cases, V does not intersect any side of F(r).

Combining these results with Lemma 6.1.20 we see that in each situation there
is an open interval I which contains x and for which the vertical strip V :=
I + iR+ intersects only the sides of F(r) with endpoint x. Now note that the
neighborhood V

g r {∞} of x in H
g

intersects exactly those sides which are
intersected by V . Thus, F(r) is geometrically finite. By [Rat06, Cor. 2 of
Thm. 12.4.1], F(r) is finite-sided.

Let v be an inner vertex of K. Then there are two relevant isometric spheres I1,
I2 with relevant parts [a, v] resp. [v, b]. Let α(v) denote the angle at v inside K
between [a, v] and [v, b].

Corollary 6.1.37. There exists k > 0 such that for each inner vertex v of K
we have α(v) ≥ k.

Proof. Let v be an inner vertex of K. Then v is the intersection point of two
isometric spheres, or more generally, of two complete geodesic segments, say s1
and s2. Let γ11, γ12 resp. γ21, γ22 be the geodesics such that γ11(R) = s1 =
γ12(R) resp. γ21(R) = s2 = γ22(R). Let w11, w12, w21, w22 be the unit tangent
vector to γ11, γ12, γ21, γ22, resp., at v. Since v ∈ H, each of the sets {w11, w21},
{w11, w22}, {w12, w21} and {w12, w22} contains two elements. Now α(v) is one
of the angles between the elements of one of these sets. Therefore α(v) > 0.

Let r ∈ R and consider the set Vin of all inner vertices of K that are contained in
∂F(r). Each element of Vin is the endpoint of a side of F(r). Prop. 6.1.36 shows
that F(r) is finite-sided, hence Vin is finite. Thus, in turn, there exists k > 0
such that for all v ∈ Vin, α(v) ≥ k. Each inner vertex of K is G∞-equivalent to
some element of Vin. Since the angle is invariant under G∞, the statement is
proved.

Recall the geodesic projection pr∞ : H
gr{∞} → R from p. 107.

Theorem 6.1.38. If Rel 6= ∅, then let v be a vertex of K and set r := pr∞(v) =
Re(v). If Rel = ∅, then pick any r ∈ R. The set F(r) is a geometrically finite,
exact, convex fundamental polyhedron for Γ in H.

Proof. Theorem 6.1.15 shows that F(r) is open and Prop. 6.1.36 states that

F(r) is a convex polyhedron. Therefore, F(r)
◦

= F(r). By Theorem 6.1.15

113



6. Cusp expansion

and Prop. 6.1.36, it remains to show that F(r) is locally finite and that F(r) is
exact. If Rel = ∅, then F(r) = (r, r+ λ) + iR+. Obviously, F(r) is locally finite
and F(r) is exact.

Suppose that Rel 6= ∅. We start by determining the exact boundary structure of
F(r). Let s be the relevant part of some relevant isometric sphere and suppose
that pr∞(s) ∩ (r, r + λ) 6= ∅. We claim that pr∞(s) ⊆ [r, r + λ]. Let I1 be a
relevant isometric sphere such that its relevant part s1 has v as an endpoint.
Suppose that r ∈ pr∞(s) and note that r ∈ pr∞(s1). Lemma 6.1.35 implies that

r ∈ pr−1
∞ (pr∞(r)) ∩ K ⊆ s ∩ s1.

Thus s and s1 intersect. By Lemma 6.1.20, either s = s1 or s ∩ s1 = {v}. In
both cases, v is an endpoint of s. Therefore, since pr∞(s) ∩ (r, r + λ) 6= ∅,
pr∞(s) ⊆ [r,∞). If r /∈ pr∞(s), then clearly pr∞(s) ⊆ (r,∞). Cor. 2.2.15 shows
that K is Γ∞-invariant, and so is ∂K. Therefore v+λ is a vertex of K. A parallel
argumentation shows that pr∞(s) ⊆ (−∞, r + λ]. Hence pr∞(s) ⊆ [r, r + λ].

Because F∞(r) is connected, we find that s ⊆ ∂F(r). Hence, if the relevant part
of some relevant isometric sphere contributes non-trivially to ∂F(r), then this
relevant part is completely contained in ∂F(r). In combination with Prop. 6.1.34
we see that ∂F(r) consists of two vertical sides and a (finite) number of relevant
parts of relevant isometric spheres.

Suppose first that S is a vertical side. Then tελF(r) ∩F(r) = S for either ε = 1
or ε = −1. Suppose now that S is a non-vertical side, and let I be the relevant
isometric sphere with relevant part S. Suppose that g ∈ ΓrΓ∞ is a generator of
I. Prop. 6.1.29 shows that gS is the relevant part of I(g−1). Then there is some
m ∈ Z such that tmλ gS intersects non-trivially a non-vertical side of F(r). Since

tmλ gS is the relevant part of I((tmλ g)
−1), it is a side of F(r). Now, I(tmλ g) = I(g),

and therefore (tmλ g)
−1F(r) ∩ F(r) = S. Thus, F(r) is exact if F(r) is locally

finite.

Now let z ∈ H. If z is Γ-equivalent to some point in F(r) or is contained in a
side of F(r) but not an endpoint of it, then the (argument for the) exactness
of F(r) shows that there is a neighborhood of U which intersects only finitely
many Γ-translates of F(r). Suppose that z is an endpoint in H of some side of
F(r). Then z is an inner vertex of K. Suppose that there is v ∈ F(r) and g ∈ Γ
such that gv = z. Since F(r) is a fundamental domain, v ∈ ∂F(r). Prop. 6.1.29
implies that v is an inner vertex of K as well. Then Cor. 6.1.37 implies that
there are only finitely many pairs (v, g) ∈ F(r) × Γ such that gv = z. Hence
there is a neighborhood U of z intersecting only finitely many Γ-translates of
F(r).

A subgroup Λ of PSL(2,R) is called geometrically finite if there is a geometrically
finite, exact, convex fundamental polyhedron for Λ in H.

Corollary 6.1.39. The group Γ is geometrically finite.

We end this section with a discussion of the nature of the points in ∂gF(r).
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Recall from Def. 3.4.2 that the limit set of Γ is the set L(Γ) of all accumulation
points of Γ · z for some z ∈ H. Further recall that L(Γ) is a subset of ∂gH,
moreover, that for each pair z1, z2, the accumulation points of Γ · z1 and Γ · z2
are identical.

Theorem 6.1.40. Let r be as in Theorem 6.1.38. Then ∂gF(r) ∩ L(Γ) is
finite and consists of cuspidal points of Γ. Moreover, each cusp of Γ has a
representative in ∂gF(r) ∩ L(Γ).

Proof. The first statement is an application of [Rat06, Cor. 3 of Thm. 12.4.4]
to Theorem 6.1.38. The second statement follows immediately from the com-
bination of Thm. 12.3.6, Cor. 2 of Thm. 12.3.5, Thm. 12.3.7 and 12.1.1 in
[Rat06].

Corollary 6.1.41. If Γ is cofinite, then each infinite vertex of K is two-sided
and a cuspidal point of Γ.

Proof. In [Kat92, Thm 4.5.1, Thm 4.5.2] it is shown that Γ is cofinite if and
only if L(Γ) = ∂H. Then the statement follows from Theorem 6.1.40.

6.1.7. A characterization of the group Γ

Let Λ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point. By [Rat06, Thm. 6.6.3] the group Λ is discrete. In this section we show
that Λ satisfies (A1) (and (A1’)), i. e., for each z ∈ H, the set

Hz = {ht(gz) | g ∈ Λ}

is bounded from above. This shows that the conditions on Γ from the previous
sections are equivalent to require that Γ be geometrically finite and has ∞ as
cuspidal point. The strategy of the proof is as follows.

Let tµ :=
(

1 µ
0 1

)
be the generator of Λ∞ with µ > 0 and recall that for each

a ∈ R, the set

F∞(a) := pr−1
∞
(
(a, a+ µ)

)
∩H

is a fundamental domain for Λ∞. We show that there is a geometrically finite,
exact, convex fundamental polyhedron P for Λ in H of which ∞ is an infinite
vertex. Then there exist a ∈ R, r > 0 and a finite number P1, . . . , Pl of Γ-
translates of P such that

N(a) := {z ∈ H | ht(z) ≥ r} ∩ F∞(a) = {z ∈ H | ht(z) ≥ r} ∩
l⋃

j=1

Pj .

Now, for each z ∈ H, the set N(a) ∩ Γ · z is finite, which implies that Hz is
bounded from above.

The following definition is consistent with Def. 6.1.22.
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6. Cusp expansion

Definition 6.1.42. Let P be a convex polyhedron in H. We call x ∈ ∂gP an
infinite vertex of P if x is the endpoint of a side of P .

Lemma 6.1.43. There exists a geometrically finite, exact, convex fundamental
polyhedron P for Λ which has ∞ as an infinite vertex.

Proof. Let D(p) be a Dirichlet domain for Λ with center p. Then D(p) is a
geometrically finite, exact, convex fundamental polyhedron for Λ. By [Rat06,
Thm. 12.3.6] there exists g ∈ Λ such that ∞ ∈ g∂gD(p). Now, gD(p) = D(gp),
hence ∞ ∈ ∂gD(gp). Then [Rat06, Cor. 2 of Thm. 12.3.5, Thm. 12.3.7] shows

that ∞ is an infinite vertex of D(gp). Set P := D(gp).

Let P be a geometrically finite, exact, convex fundamental polyhedron for Λ of
which ∞ is an infinite vertex. For each side S of P let gS ∈ Λ be the unique
element such that S = P ∩ g−1

S (P ). The existence and uniqueness of gS is given
by [Rat06, Thm. 6.7.5]. The set gS(S) is a side of P . The set

Q := {gS | S is a side of P}

is called the side-pairing of P . Each infinite vertex of P is an endpoint of exactly
one or two sides of P . We assign to each infinite vertex of x of P one or two
finite sequences

(
(xj , gj)

)
by the following algorithm:

(step 1) Set x1 := x and let S1 be a side of P with endpoint x1. Set gj := gSj
and

let x2 := g1(x1). Set j := 2.

(step j) If xj is an endpoint of exactly one side, then the algorithm terminates. In
this case, xj does not belong to the sequence. If xj is an endpoint of the two
sides gj−1(Sj−1) and Sj of P , then set gj := gSj

. If xj = x1 and Sj = S1,
the algorithm terminates. If xj 6= x1 or Sj 6= S1, set xj+1 := gj(xj) and
continue with (step j + 1).

Since P is finite-sided (see [Rat06, Cor. 2 of Thm. 12.4.1]), the previous algo-
rithm terminates for each x ∈ ∂gP .

Lemma 6.1.44. Let S be a side of P with endpoint ∞. Then gS(∞) is an
endpoint of two sides of P .

Proof. For contradiction assume that a := gS(∞) is an endpoint of only one
side of P . Then there exists b ∈ R such that the interval 〈a, b〉 is contained in
∂gP . Then there is r > 0 such that K := 〈a, b〉+ i(0, r] is contained in P . Note
that g−1

S (b) ∈ R. The set g−1
S (K◦), and therefore g−1

S (P ◦), contains one of the
open half-spaces {z ∈ H | Re z > g−1

S (b)} and {z ∈ H | Re z < g−1
S (b)}. Both of

which contain points that are equivalent under tµ, which is a contradiction to
g−1
S (P ◦) being a fundamental domain for Λ. Thus, the claim is proved.
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Proposition 6.1.45. Let
(
(xj , gj)

)
j=1,...,k

be one of the sequences assigned to
x = ∞. Then there exists a ∈ R, m ∈ N0 and r > 0 such that

{z ∈ H | ht(z) ≥ r} ∩
k⋃

j=1

g−1
1 · · · g−1

j P = {z ∈ H | ht(z) ≥ r} ∩
m⋃

j=0

tjµF∞(a).

Further, there exists l ∈ {1, . . . , k} such that

{z ∈ H | ht(z) ≥ r} ∩
l⋃

j=1

g−1
1 · · · g−1

j P = {z ∈ H | ht(z) ≥ r} ∩ F∞(a).

Proof. Let T1 = [α1,∞], T2 = [α2,∞] be the two sides of P of which ∞ is an
endpoint. Suppose that Reα1 < Reα2 and suppose further for simplicity that
S1 = T2. The argumentation for S1 = T1 is analogous. For j = 1, . . . , k let
Sj = [aj , xj ] be the side of P such that gj = gSj

, and set hj+1 := gjgj−1 · · · g2g1
and h1 := id. By construction, xj = hj∞ and

h−1
j+1P ∩ h−1

j P = h−1
j (g−1

j P ∩ P ) = h−1
j Sj.

for j = 1, . . . , k. Set r := max
{

ht(h−1
j aj)

∣∣ j = 1, . . . , k
}
. Further define

Hr := {z ∈ H | ht(z) ≥ r}. Then

pr−1
∞
(
[Re a1,Reh−1

2 a2]
)
∩Hr = h−1

2 P ∩Hr

and S1, h
−1
2 S2 are precisely the (vertical) sides of h−1

2 P with ∞ as an endpoint.
Inductively one sees that, for j = 2, . . . , k + 1,

pr−1
∞
(
[Re a1,Reh−1

j aj ]
)
∩Hr =

j⋃

l=2

h−1
l P ∩Hr (6.5)

and S1, h
−1
j Sj are the two (vertical) sides of

⋃j
l=2 h

−1
l P having ∞ as an endpoint.

By iterated application of Lemma 6.1.44, we find that xk = x1 and Sk = S1.
Then hkx1 = xk = x1 and thus h =

(
1 nλ
0 1

)
for some n ∈ Z. Since h−1

k S1 =
h−1
k Sk = S1, the set

K := pr−1
∞
(
[Re a1,Reh−1

k ak]
)
∩Hr

has width |n|µ. With a := Re a1 and m := |n| − 1 we get

K = Hr ∩
m⋃

l=0

tlµF∞(a).

Now, let l be the minimal element in {1, . . . , k} such that

Hr ∩ F∞(a) ⊆ Hr ∩
l⋃

j=2

h−1
j P.
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6. Cusp expansion

By (6.5), to show equality, it suffices to show that the vertical sides of both
sets are identical. The geodesic segement [a+ ir,∞], which is contained in S1,
is one of the vertical sides of Hr ∩ F∞(a) and of Hr ∩

⋃l
j=2 h

−1
j P . The other

vertical side of Hr ∩F∞(a) is the geodesic segment b := [a+µ+ ir,∞]. Assume
for contradiction that b is not a vertical side of Hr ∩

⋃l
j=2 h

−1
j P . Then the

minimality of l implies that (a+ µ+ ir,∞) ⊆ h−1
l P ◦. Let w ∈ (a+ µ+ ir,∞).

Then t−1
µ w ∈ S1 and hlw ∈ P ◦. This means that the orbit Λw contains elements

in P ◦ and in ∂P , which is a contradiction to P ◦ being a fundamental domain.
Hence b is a vertical side of Hr ∩

⋃l
j=2 h

−1
j P and

Hr ∩ F∞(a) = Hr ∩
l⋃

j=2

h−1
j P.

Theorem 6.1.46. For each z ∈ H, the set Hz is bounded from above.

Proof. Fix a geometrically finite, exact, convex fundamental polyhedron P of
which ∞ is an infinite vertex. In particular, P is finite-sided. For r > 0 set
Hr := {z ∈ H | ht(z) ≥ r}. Prop. 6.1.45 shows that we find a ∈ R, r > 0 and
finitely many elements h1, . . . , hk ∈ Λ such that

Hr ∩
k⋃

j=1

hjP = Hr ∩ F∞(a).

Choose r > 0 so that, for each j = 1, . . . , k, only the vertical sides of hjP with
endpoint ∞ intersect Hr. Let ε > 0 and set s := r + ε. Obviously,

Hs ∩
k⋃

j=1

hjP = Hs ∩ F∞(a).

Let z ∈ H and consider

HTs(z) := {ht(gz) | g ∈ Λ,ht(gz) ≥ s}.

We will show that HTs(z) contains only finitely many elements. More precisely,
we will show that # HTr(z) ≤ k + 2. Assume for contradiction that there are
k+3 elements in HTs(z), say b1, . . . , bk+3. Then there exist g1, . . . , gk+3 ∈ Λ such
that bl = ht(glz). Since the height of a point in H is invariant under Λ∞, the
elements g1, . . . , gk+3 are pairwise Γ∞-inequivalent. Moreover, we can suppose
that glz ∈ F∞(a) for each l = 1, . . . , k+ 3. Let V be a connected neighborhood
of g1z such that, for each l = 1, . . . , k + 3, the neighborhood glg

−1
1 V of glz is

contained in Hr and intersects at most two Γ-translates of P . Moreover, for
a 6= b, suppose gag

−1
1 V ∩gbg−1

1 V = ∅. By the choice of s, such a V exists. Thus,
there are h0, hk+1 ∈ Λ such that

glg
−1
1 V ⊆

k+1⋃

j=0

hjP
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6.2. Precells in H

for each l = 1, . . . , k + 3. Fix an element w ∈ V such that w ∈ hj1P
◦ for some

j1 ∈ {0, . . . , k + 1}. Then, for each l = 1, . . . , k + 3, there exists a (unique)
jl ∈ {0, . . . , k+1} such that gjg

−1
1 w ∈ hjlP

◦. Since P ◦ is a fundamental domain
for Λ, from gag

−1
1 w 6= gbg

−1
1 w for a 6= b, it follows that ja 6= jb. But now

#{glg−1
1 w | l = 1, . . . , k + 3} > k + 2 = #{0, . . . , k + 1}.

This gives the contradiction. Hence HTs(z) is finite, which implies that Hz is
bounded from above.

6.2. Precells in H

Throughout this section let Γ be a discrete subgroup of PSL(2,R) of which
∞ is a cuspidal point and which satisfies (A1), or, equivalently, let Γ be a
geometrically finite subgroup of PSL(2,R) with ∞ as cuspidal point. To avoid
empty statements suppose that the set Rel of relevant isometric spheres is non-
empty, or in other words, that Γ 6= Γ∞. As before let K :=

⋂
I∈IS ext I and

suppose that tλ :=
(

1 λ
0 1

)
is the generator of Γ∞ with λ > 0. For r ∈ R set

F∞(r) := (r, r + λ) + iR+ and F(r) := F∞(r) ∩ K.

This section is devoted to the definition of precells in H and the study of some
of their properties. To each vertex of K we attach one or two precells in H,
which are certain convex polyhedrons in H with non-empty interior. Precells
in H are the building blocks for cells in H and thus for the geometric cross
section. Moreover, precells in H determine the precells in SH and therefore
influence the structure of cells in SH, the choice of the reduced cross section
and its labeling. There are three types of precells, namely strip precells, which
are related to one-sided infinite vertices, cuspidal precells, which are attached to
one- and two-sided infinite vertices, and non-cuspidal precells, which are defined
for inner vertices. For the definition of strip precells we need to investigate the
structure of ∂gK in the neighborhood of a one-sided infinite vertex, which we
carry out in Sec. 6.2.1. In that section we introduce the notion of boundary
intervals, which completely determine the strip precells.

In Sec. 6.2.2 we define all types of precells in H and investigate some of their
properties. For this we impose the additional condition (A2) on Γ, which is
defined there. In particular, we will introduce the notion of a basal family of
precells in H and show its existence. A basal family of precells in H satisfies all
properties one would expect from its name. It is a minimal family of precells in
H such that each precell in H is a unique Γ∞-translate of some basal precell.
For each precell A in H there is a basal family of precells containing A, and
the cardinality of each basal family of precells in H is finite and independent
from the choice of the particular precells contained in the family. Its existence is
shown via a decomposition of the closure of the isometric fundamental domain
F(r) for certain parameters r. In Sec. 6.4 these basal families of precells in
H are needed to define finite sequences, so-called cycles, of basal precells and
elements in ΓrΓ∞ which are used for the definition of cells in H.
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6. Cusp expansion

We end this section with the proof that the family of all Γ-translates of precells
in H is a tesselation of H. This fact will show, in Sec. 6.4, that also the family
of all Γ-translates of cells in H is a tesselation of H, which in turn will allow to
define the base manifold of the geometric cross section.

6.2.1. Boundary intervals

If one considers an isometric sphere as a subset of H
g
, then the set of all isomet-

ric spheres need not be locally finite. For example, in the case of the modular
group PSL(2,Z), each neighborhood of 0 in H

g
contains infinitely many isomet-

ric spheres. Therefore, a priori, it is not clear whether the set of all relevant
isometric spheres is locally finite in H

g
. This in turn shows that it is not ob-

vious whether or not the set of infinite vertices of K has accumulation points
and if so, whether these accumulation points are infinite vertices. In Prop. 6.2.4
below we will show that if v is a one-sided infinite vertex of K, then there is an
interval of the form 〈v,w〉 in ∂gK. Moreover, if 〈v,w〉 is chosen to be maximal,
then w is a one-sided infinite vertex as well and w is uniquely determined. The
main idea for this fact is to use that the fundamental domains F(r), r ∈ R, from
Prop. 6.1.36 are finite-sided and that, for an appropriate choice of the parameter
r, the infinite vertices of F(r) in R coincide with the infinite vertices of K in
the relevant part of ∂gH. Moreover, we will show that the set pr−1

∞ (〈v,w〉) ∩H
is completely contained in K, which will be crucial for the properties of strip
precells in H. For the proof of Prop. 6.2.4 we need the following three lemmas.

Lemma 6.2.1. Let I be an isometric sphere and z ∈ intR

(
pr∞(I)

)
. Then

pr−1
∞ (z) ∩ ∂K 6= ∅.

Proof. Suppose that I is the complete geodesic segment [x, y] with x < y. Then
intR

(
pr∞(I)

)
is the real interval (x, y). Suppose that z ∈ (x, y). Fix ε > 0 such

that (z− ε, z+ ε) ⊆ (x, y). Then Bε(z) ⊆ int I. Moreover, the geodesic segment
(z, z + iε) is contained in

⋃

J∈IS

int J =
⋃

J∈IS

intJ = ∁
⋂

J∈IS

ext J = ∁K.

Thus pr−1
∞ (z) ∩ ∁K 6= ∅. Lemma 6.1.33 shows that pr−1

∞ (z) ∩ K 6= ∅. Since the
geodesic segment (z,∞) is connected, it intersects ∂K.

Lemma 6.2.2. Let I and J be relevant isometric spheres with relevant parts sI
and sJ . If

pr∞(sI) ∩ intR

(
pr∞(sJ)

)
6= ∅,

then I = J .

Proof. Since pr∞(sI) and pr∞(sJ) are intervals in R, the set pr∞(sI)∩intR

(
pr∞(sJ)

)

is an open interval, say

(a, b) := pr∞(sI) ∩ intR

(
pr∞(sJ)

)
.
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Let aI , bI ∈ sI resp. aJ , bJ ∈ sJ such that

(a, b) =
(
pr∞(aI),pr∞(bI)

)
=
(
pr∞(aJ),pr∞(bJ )

)
.

Lemma 6.1.35 shows that

(aI , bI) = pr−1
∞
(
(a, b)

)
∩ ∂K = (aJ , bJ).

Hence the complete geodesic segments I and J intersect non-trivially, which
implies that they are equal.

Lemma 6.2.3. Let v be an infinite vertex of K. Then the geodesic segment
(v,∞) is contained in K.

Proof. By the definition of infinite vertices we find a relevant isometric sphere I
with relevant part sI such that v is an endpoint of sI . Assume for contradiction
that there is z ∈ (v,∞) such that z /∈ K. Then z ∈ ∁K =

⋃
J∈IS intJ . Pick

an isometric sphere J ∈ IS such that z ∈ int J . This and z ∈ H implies that
pr∞(z) ∈ intR

(
pr∞(J)

)
. The combination of Lemmas 6.2.1 and 6.1.20 shows

that there is a relevant isometric sphere L such that its relevant part sL intersects
(v,∞) in H. Let sL = [a, b] with Re a < Re b. We will show that all possible
relations between a, b and v lead to a contradiction.

Suppose first a ∈ (v,∞). Then a is the intersection point of sL with (v,∞) and
hence in H. But then a is an inner vertex, which implies (see Lemma 6.1.20)
that there is a relevant isometric sphere L2 with relevant part s2 := [c, a] and
Re c < Re a. Then

pr∞(s2) ∪ pr∞(sL) = [Re c,Re b],

which contains v in its interior. Hence either pr∞(s2) ∩ intR

(
pr∞(sI)

)
6= ∅ or

pr∞(sL) ∩ intR

(
pr∞(sI)

)
6= ∅. By Lemma 6.2.2 either L2 = I or L = I. In

each case v = a, which contradicts to a being an inner vertex. An analogous
argumentation shows that b /∈ (v,∞).

Suppose that Re a < v < Re b (which is the last possible constellation). Then
there is ε > 0 such that (v − ε, v + ε) ⊆ [Re a,Re b] = pr∞(sL). It follows that
pr∞(sL)∩intR

(
pr∞(sI)

)
6= ∅ and therefore I = L. But then sL cannot intersect

(v,∞) in H. This is a contradiction. Hence (v,∞) ⊆ K.

Proposition 6.2.4. Let v be a one-sided infinite vertex of K. Then there exists a
unique one-sided infinite vertex w of K such that the vertical strip pr−1

∞ (〈v,w〉)∩
H is contained in K. In particular, pr−1

∞ (〈v,w〉) does not intersect any isometric
sphere in H, and, of all vertices of K, pr−1

∞ (〈v,w〉) contains only v and w.

Proof. Let I be the relevant isometric sphere with relevant part sI of which v
is an endpoint. W.l.o.g. suppose that I is the complete geodesic segment [v, x]
with v < x. Consider the fundamental domain F(v) = F∞(v) ∩ K of Γ in H.
Let VR be the set of endpoints in R of the sides of F(v). Our first goal is to show
that VR is the set Vv of all infinite vertices of K in [v, v+λ]. Lemma 6.2.3 shows
that (v,∞) ⊆ K. Then (v,∞) ⊆ K ∩ ∂F∞(v), and hence (v,∞) is a vertical
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6. Cusp expansion

side of F(v) with endpoint v. Recall from Cor. 2.2.15 that K is Γ∞-invariant.
Therefore v + λ is an infinite vertex of K. Analogously to above we see that
v+λ ∈ VR. Prop. 6.1.34 shows that the elements in VR∩(v, v+λ) are endpoints
of non-vertical sides of F(v) and that the set of non-vertical sides of F(v) is
given by

{J ∩ ∂F(v) | J contributes to ∂F(v)}.
Let w ∈ VR ∩ (v, v + λ) and J ∈ IS such that the side J ∩ ∂F(v) of F(v) has w
as an endpoint. Theorem 6.1.15 implies that

J ∩ ∂F(v) = F∞(v) ∩ J ∩ ∂K.

This shows that J is relevant and that w is an endpoint of its relevant part.
Hence, w ∈ Vv. Conversely, suppose that w ∈ Vv ∩ (v, v + λ). Then there is a
relevant isometric sphere L such that its relevant part sL has w as an endpoint.
Say sL = [a,w]. Since F∞(v) is the open, convex vertical strip (v, v + λ) + iR+

and w ∈ (v, v + λ), there exists b ∈ sL such that the geodesic segment [b, w] is
contained in F∞(v). Then

[b, w] ⊆ F∞(v) ∩ L ∩ ∂K,

which shows that w is an endpoint of some side of F(v). Thus, w ∈ VR and
VR = Vv.
Now we construct the vertex w of K with the properties of the claim of the
proposition. Prop. 6.1.34 states that F(v) is finite-sided. Thus VR is finite.
This and the fact that VRr{v} is non-empty show that

w := minVRr{v}

exists. We claim that pr−1
∞ ([v,w])∩H is contained in K. The proof of this claim

will also show the other assertions of the proposition. Assume for contradiction
that there exists z ∈ pr−1

∞ ([v,w])∩H such that z /∈ K. Because ∁K =
⋃
J∈IS int J

by Prop. 6.1.6, we find J ∈ IS such that z ∈ int J . This and z ∈ H shows
that pr∞(z) ∈ intR

(
pr∞(J)

)
. Lemmas 6.2.1 and 6.1.20 imply that there is a

relevant isometric sphere whose relevant part intersects pr−1
∞ ([v,w]) in H. By

Prop. 6.1.34 there are only finitely many of these, say I1, . . . , In. Suppose that
their relevant parts are sj := [aj , bj ], j = 1, . . . , n, resp., with Re aj < Re bj
and suppose further that Rea1 < Re ak for k = 2, . . . , n. We will show that
a1 ∈ Vv r{v} with a1 < w. By choice, there is z ∈ pr−1

∞ ([v,w]) ∩ H such
that z ∈ [a1, b1]. Lemma 6.2.3 shows that pr−1

∞ (v) ∩ H and pr−1
∞ (w) ∩ H are

contained in K. Since s1 ⊆ ∂K and K is open, s1∩pr−1
∞ ({v,w})∩H = ∅. Hence

z ∈ pr−1
∞ ((v,w)) ∩H. Since pr−1

∞ ((v,w)) ∩H is connected, it follows that

(a1, b1) ⊆ pr−1
∞
(
(v,w)

)
∩H.

Then a1 ∈ pr−1
∞ ([v,w)). Since v is one-sided, a1 6= v. As before, we see that

a1 /∈ pr−1
∞ (v) ∩ H. Therefore a1 ∈ pr−1

∞ ((v,w)). If a1 is an inner vertex, then
Lemma 6.1.20 shows that there is a relevant isometric sphere I0 with relevant
part s0 = [c, a1] and Re c < Re a1. Then s0 ∩ pr−1

∞ ([v,w]) ∩ H 6= ∅. Hence

122



6.2. Precells in H

I0 ∈ {I1, . . . , In} and thus Re c ≤ Re a1. This is a contradiction. Thus, a1 is an
infinite vertex of K. Then a1 ∈ VRr{v} with a1 < w = minVRr{v}. This is a
contradiction. Therefore pr−1

∞ ([v,w]) ∩H is contained in K, does not intersect
any isometric sphere, w is one-sided and unique and pr−1

∞ ([v,w] contains only v
and w of all vertices of K.

Definition 6.2.5. Suppose that v is a one-sided infinite vertex. Let w be the
unique one-sided infinite vertex of K such that the set pr−1

∞ (〈v,w〉) does not
intersect any isometric sphere in H, which is given by Prop. 6.2.4. The interval
〈v,w〉 is called a boundary interval of K, and w is said to be the one-sided infinite
vertex adjacent to v.

Example 6.2.6. Recall the group Γ from Example 6.1.21 and the set K from
Example 6.1.23. The boundary intervals of K are the intervals [1 + 4m, 3 + 4m]
for each m ∈ Z.

6.2.2. Precells in H and basal families

In this section we introduce the condition (A2), define the precells in H and
investigate some of its properties. In particular, we construct basal families of
precells in H. The statement of condition (A2) and the definition of precells in
H needs the notion of the summit of an isometric sphere.

Definition 6.2.7. The summit of an isometric sphere is its (unique) point of
maximal height.

Lemma 6.2.8. Let g =
(
a b
c d

)
∈ PSL(2,R)rPSL(2,R)∞. Then the summit of

I(g) is

s = −d
c

+
i

|c| ,

and the summit of I(g−1) is gs. Moreover, the geodesic projection pr∞(s) of s
is the center g−1∞ of I(g).

Proof. W.l.o.g. we may assume that the representative
(
a b
c d

)
in SL(2,R) of g is

chosen such that c > 0. Since

I(g) =
{
z ∈ H

∣∣ ∣∣z + d
c

∣∣ = 1
c

}
,

we find that s = −d
c + i

c and pr∞(s) = −d
c = g−1∞. Further,

gs =
as+ b

cs + d
=

1

c
· −ad+ bc+ ia

−d+ i+ d
=
a

c
+
i

c

is the summit of I(g−1).

From now on we impose the following condition on Γ:

For each relevant isometric sphere,
its summit is contained in ∂K but
not a vertex of K.

(A2)
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6. Cusp expansion

The examples in the previous sections show that there are subgroups of PSL(2,R)
satisfying all the requirements we impose on Γ. However, in Sec. 6.3 we provide
an example of a geometrically finite subgroup of PSL(2,R) of which ∞ is a
cuspidal point but which does not fulfill (A2).

We now define the precells in H. Recall that K =
⋂
I∈IS ext I. In the follow-

ing definition we implicitely make some assertions about the geometry of these
precells. These will be discussed in the Remark 6.2.10 just below the definition.

Definition 6.2.9. Let v be a vertex of K. Suppose first that v is an inner vertex
or a two-sided infinite vertex. Then (see Lemma 6.1.20 resp. Def. 6.1.22) there
are (exactly) two relevant isometric spheres I1, I2 with relevant parts [a1, v]
resp. [v, b2]. Let s1 resp. s2 be the summit of I1 resp. I2.

If v is a two-sided infinite vertex, then define A1 to be the hyperbolic triangle1

with vertices v, s1 and ∞, and A2 to be the hyperbolic triangle with vertices
v, s2 and ∞. The sets A1 and A2 are the precells in H attached to v. Precells
arising in this way are called cuspidal.

If v is an inner vertex, then let A be the hyperbolic quadrilateral with vertices
s1, v, s2 and ∞. The set A is the precell in H attached to v. Precells that are
constructed in this way are called non-cuspidal.

Suppose now that v is a one-sided infinite vertex. Then there exist exactly
one relevant isometric sphere I with relevant part [a, v] and a unique one-sided
infinite vertex w other than v such that pr−1

∞ (〈v,w〉) does not contain vertices
other than v and w (see Prop. 6.2.4). Let s be the summit of I.

Define A1 to be the hyperbolic triangle with vertices v, s and ∞, and A2 to be
the vertical strip pr−1

∞ (〈v,w〉) ∩ H. The sets A1 and A2 are the precells in H
attached to v. The precell A1 is called cuspidal, and A2 is called a strip precell.

Remark 6.2.10. Let A be a precell in H. We use the notation from Def. 6.2.9.

Suppose first that A is a non-cuspidal precell in H attached to the inner vertex
v. Condition (A2) implies that s1 6= v 6= s2. Therefore A is indeed a quadri-
lateral. The precell A has two vertical sides, namely [s1,∞] and [s2,∞], and
two non-vertical ones, namely [s1, v] and [v, s2]. Moreover, (A2) states that s1
is contained in the relevant part of I1. Hence [s1, v] is a geodesic subsegment of
the relevant part of I1. Likewise, [v, s2] is contained in the relevant part of I2.
The geodesic projection of A from ∞ is

pr∞(A) = 〈Re s1,Re s2〉.

Suppose now that A is a cuspidal precell in H attached to the infinite vertex
v. Then A has two vertical sides, namely [v,∞] and [s,∞], and a single non-
vertical side, namely [v, s]. As for non-cuspidal precells we find that [v, s] is
contained in the relevant part of some relevant isometric sphere. The geodesic
projection of A from ∞ is

pr∞(A) = 〈Re s, v〉.
1We consider the boundary of the triangle in H to belong to it.
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6.2. Precells in H

Suppose finally that A is the strip precell pr−1
∞ (〈v,w〉)∩H. Then A is attached

to the two vertices v and w. It has the two vertical sides [v,∞] and [w,∞] and
no non-vertical ones. The geodesic projection of A from ∞ is

pr∞(A) = 〈v,w〉.

In any case, A is a convex polyhedron with non-empty interior. Therefore
A◦ = A and ∂(A◦) = ∂A.

Example 6.2.11. The Hecke triangle group Gn from Example 6.1.16 has only
one precell A in H, up to equivalence under (Gn)∞. Its is given by

A = {z ∈ H | |z| ≥ 1, |z − λn| ≥ 1, 0 ≤ Re z ≤ λn}.

This precell is non-cuspidal.

A

i

̺n

λn + i

0 λn

2
λn

Figure 6.7: The precell A of Gn.

Example 6.2.12. The precells in H of the congruence group PΓ0(5) from Ex-
ample 6.1.17 are indicated in Fig. 6.8 up to PΓ0(5)∞-equivalence.

v0 = 0

v1 v2 v3

v4 = 1

m1 m2 m3 m4

A(v0) A(v1) A(v2) A(v3) A(v4)

Figure 6.8: Precells in H of PΓ0(5).

The inner vertices of K are

vk =
2k + 1

10
+ i

√
3

10
, k = 1, 2, 3,
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6. Cusp expansion

and their translates under PΓ0(5)∞. The summits of the indicated isometric
spheres are

mk =
k

5
+
i

5
, k = 1, . . . , 4.

The group PΓ0(5) has cuspidal as well as non-cuspidal precells in H, but no
strip precells.

Example 6.2.13. The precells in H of the group Γ from Example 6.1.21 are
up to Γ∞-equivalence one strip precell A1 and two cuspidal precells A2,A3 as
indicated in Fig. 6.9. Here, v1 = −3, v2 = −1, v3 = 1 and m = i.

m

v1 v2 v30

A1 A2 A3

Figure 6.9: Precells in H of Γ.

The following lemma is needed for the proof of Prop. 6.2.15. Beside that, the
combination of this lemma and Remark 6.2.10 shows that our definition of
non-cuspidal precells in H coincides with that in [Vul99] in presence of con-
dition (A2), whereas cuspidal and strip precells are not precells in the sense of
[Vul99].

Lemma 6.2.14. If A is a precell in H, then

A = pr−1
∞
(
pr∞(A)

)
∩ K and A◦ = pr−1

∞
(
pr∞(A◦)

)
∩ K.

Proof. For a strip precell, this statement follows immediately from Prop. 6.2.4.
Suppose that A is cuspidal or non-cuspidal. We start with a general observation.
Let I be a relevant isometric sphere with relevant part [a, b]. Suppose that
c, d ∈ [a, b], c 6= d. Lemma 6.1.35 shows that

pr−1
∞
(
〈Re c,Re d〉

)
∩ ∂K = [c, d],

and Lemma 6.1.14 states that for each e ∈ [c, d] the geodesic segment [e,∞) is
contained in K. Hence, pr−1

∞ (〈Re c,Re d〉) ∩ K is the hyperbolic triangle with
vertices c, d and ∞.

Suppose that A is a cuspidal precell with vertices v, s and ∞, where v is an
(infinite) vertex of K. Let I be the relevant isometric sphere whose relevant
part has v as an endpoint and of which s is the summit. By (A2), s ∈ ∂K. Then
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6.2. Precells in H

Lemma 6.1.20 implies that [v, s] is contained in the relevant part of I. Our
observation from above shows that pr−1

∞ (〈v,Re s〉)∩K is the hyperbolic triangle
with vertices v, s and ∞. Since pr∞(A) = 〈v,Re s〉, the first claim follows. For
the second claim note that pr−1

∞ (v) ∩ K and pr−1
∞ (s) ∩ K are the vertical sides

of A and that the non-vertical sides of A are contained in ∂K. Since K is open,
the second claim follows.

Suppose that A is a non-cuspidal precell with vertices s1, v, s2 and ∞, where v is
an (inner) vertex of K. For j = 1, 2, let Ij be the relevant isometric sphere with
summit sj and relevant part of which v is an endpoint. As before, we deduce
that pr−1

∞ (〈Re v,Re sj〉)∩K is the hyperbolic triangle with vertices v, sj and ∞.
Now

(
pr−1

∞
(
〈Re v,Re s1〉

)
∩ K

)
∩
(
pr−1

∞
(
〈Re v,Re s2〉

)
∩ K

)
= [v,∞).

Hence

(
pr−1

∞
(
〈Re v,Re s1〉

)
∩K

)
∪
(
pr−1

∞
(
〈Re v,Re s2〉

)
∩ K

)

=
(
pr−1

∞
(
〈Re v,Re s1〉

)
∪ pr−1

∞
(
〈Re v,Re s2〉

))
∩ K

= pr−1
∞
(
〈Re s1,Re s2〉

)
∩ K

is the hyperbolic quadrilateral with endpoints v, s1, s2, and ∞. Then pr∞(A) =
〈Re s1,Re s2〉 implies the first claim. The second claims follows as for cuspidal
precells. This completes the proof.

Proposition 6.2.15. If two precells in H have a common point, then either
they are identical or they coincide exactly at a common vertical side.

Proof. Let A1,A2 be two non-identical precells in H that have a common point.
Suppose first that A1 and A2 are both strip precells in H and suppose that
A1 = pr−1

∞ ([v1, v2]) ∩ H and A2 = pr−1
∞ ([v3, v4]) ∩ H where v1 < v3. From

A1 ∩A2 6= ∅ it follows that

∅ 6= pr∞(A1) ∩ pr∞(A2) = [v1, v2] ∩ [v3, v4].

Then v3 ≤ v2. If v3 < v2, then pr−1
∞ ([v1, v2]) contains the vertex v3 of K which

is not v1 or v2. This contradicts Prop. 6.2.4. If v3 = v2, then

pr−1
∞
(
[v1, v4]

)
∩H =

(
pr−1

∞
(
[v1, v2]

)
∩H

)
∪
(
pr−1

∞
(
[v2, v4]

)
∩H

)

does not intersect any isometric sphere in H. But then v2 is not a vertex of K.
This is a contradiction. Hence, strip precells are either identical or disjoint.

Suppose now that A2 is not a strip precell. Let z ∈ A1 ∩ A2. Remark 6.2.10
shows that for j = 1, 2, the set pr∞(Aj) is a closed interval in R and pr∞(A◦

j ) =

intR

(
pr∞(Aj)

)
is an open interval in R. Assume for contradiction that z is

not contained in a vertical side of A1. Then pr∞(z) ∈ pr∞(A◦
1) ∩ pr∞(A2) and

hence pr∞(A◦
1) ∩ pr∞(A◦

2) 6= ∅. Lemma 6.1.33 and Lemma 6.2.14 show that

∅ 6= pr−1
∞
(
pr∞(A◦

1) ∩ pr∞(A◦
2)
)
∩ K = A◦

1 ∩ A◦
2.
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Analogously, we see that A◦
1 ∩A◦

2 6= ∅ if z ist not contained in a vertical side of
A2. We can find w ∈ A◦

1 ∩ A◦
2 such that pr∞(w) 6= pr∞(v) for each vertex v of

K. There is a non-vertical side S of A2 such that pr∞(w) ∈ intR

(
pr∞(S)

)
.

Suppose first that A1 is a strip precell. Then pr∞(w) ∈ pr∞(A◦
1) ∩ pr∞(S).

Recall that S is contained in the relevant part of some relevant isometric sphere.
By Lemma 6.1.35 and the definition of strip precell we find

∅ 6= pr−1
∞
(
pr∞(A◦

1) ∩ pr∞(S)
)
∩ K = A◦

1 ∩ S.

Hence, there is an isometric sphere intersecting A◦
1. This contradicts Prop. 6.2.4.

Therefore A◦
1∩A◦

2 = ∅ and z is contained in a vertical side of A1, say in (w,∞),
and in a vertical side of A2, say in (a,∞). Remark 6.2.10 shows that a is either
the summit of some isometric sphere or a is an infinite vertex of K.

If a is a summit, then a is not a vertex of K by (A2). Therefore, there is an
isometric sphere I such that pr∞(a) ∈ intR

(
pr∞(I)

)
. As before, I intersects A◦

1,
which contradicts Prop. 6.2.4. Hence a is an infinite vertex, in which case A2 is
cuspidal and A1 and A2 coincide exactly at the common vertical side (w,∞).

Suppose now that A1 is not a strip precell. Let T be the non-vertical side of
A1 such that pr∞(w) ∈ intR

(
pr∞(T )

)
. We will show that S and T intersect

non-trivially. We have that

(a, b) := intR

(
pr∞(S)

)
∩ intR

(
pr∞(T )

)

is a non-empty interval in R. Lemma 6.1.35 shows that

pr−1
∞ ((a, b)) ∩ ∂K ⊆ S ∩ T,

hence S and T intersect non-trivially. Recall that the non-vertical sides of pre-
cells in H are determined by a vertex v of K and the summit s of a relevant
isometric sphere I such that [s, v] is contained in the relevant part of I. There-
fore, S = T . This implies that A1 and A2 have in common the vertices s, v
and ∞, which completely determine A1 and A2. Therefore A1 = A2, which
contradicts to our hypothesis that A1 6= A2.

Thus, z is contained in a vertical side of A1, say in (a1,∞), and in a vertical
side of A2, say in (a2,∞). Moreover, a1 is contained in a (unique) non-vertical
side S1 of A1 and a2 is contained in a (unique) non-vertical side S2 of A2. The
sides S1 and S2 intersect at most trivially. For j = 1, 2 let Ij be the relevant
isometric sphere with relevant part sj such that Sj ⊆ sj. If a1 is the summit of
I1, then

pr∞(a2) = pr∞(z) = pr∞(a1) ∈ intR

(
pr∞(s1)

)
∩ pr∞(s2).

Lemma 6.2.2 shows that I1 = I2. Then a1 is an endpoint of S2, hence a1 = a2

and (a1,∞) = (a2,∞). Hence A1 and A2 coincide exactly at the common
vertical side (a1,∞). The same argumentation applies if a2 is the summit of I2.

Suppose now that a1 and a2 are endpoint of I1 resp. I2. Then (see Remark 6.2.10)
a1 and a2 are infinite vertices of K and A1 and A2 are cuspidal. Then a1 = a2,
and A1 and A2 coincide exactly at the common vertical side (a1,∞).
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6.2. Precells in H

Proposition 6.2.16. The set K is the essentially disjoint union of all precells
in H,

K =
⋃

{A | A precell in H},

and K contains the disjoint union of the interiors of all precells in H,

⋃
{A◦ | A precell in H} ⊆ K.

Proof. Let A := {A | A precell in H}. Lemma 6.2.14 implies that
⋃

A ⊆ K.
Conversely, let z ∈ K. Suppose first that pr−1

∞ (pr∞(z)) ∩ ∂K 6= ∅. Let w ∈
pr−1

∞ (pr∞(z)) ∩ ∂K. Then w is contained in the relevant part [a, b] of some
relevant isometric sphere I. Let s be the summit of I. By (A2), s ∈ [a, b]. By
definition, the points a, b are vertices of K. Then [a, s] and [s, b] are non-vertical
sides of some precells in H. Since w ∈ [a, s] or w ∈ [s, b], the point w is contained
in some precell, say w ∈ A. Since pr∞(w) = pr∞(z), Lemma 6.2.14 shows that

z ∈ pr−1
∞
(
pr∞(A)

)
∩ K = A.

Suppose now that pr−1
∞ (pr∞(z)) ∩ ∂K = ∅. Then pr∞(z) is an infinite vertex

of K or pr∞(z) is contained in some boundary interval of K. In the first case,
pr∞(z) is the endpoint of a vertical side of some cuspidal precell A. Then
z ∈ pr−1

∞ (pr∞(z)) ⊆ A. In the latter case, z is contained in the strip precell
determined by the boundary interval. Therefore, K ⊆ ⋃

A. The remaining
assertions follow directly from Prop. 6.2.15, Lemma 6.2.14 and the fact that K
is open.

Recall that tλ :=
(

1 λ
0 1

)
is the generator of Γ∞ with λ > 0 and that for r ∈ R

we defined F∞(r) = (r, r + λ) + iR+ and F(r) = F∞(r) ∩K.

Lemma 6.2.17. If r ∈ R is the center of some relevant isometric sphere, then
∂F(r) contains the summits of all relevant isometric spheres contributing to
∂F(r), and only these.

Proof. Recall the boundary structure of F(r) from Prop. 6.1.34. Let I be a
relevant isometric sphere with relevant part sI . Suppose that r is the center of
I and s its summit. Lemma 6.2.8 shows that pr∞(s) = r. Hence s ∈ ∂F∞(r).
Since s ∈ ∂K by (A2), (s,∞) is a vertical side of F(r). Thus, s ∈ ∂F(r). By
(A2), s is contained in sI but not an endpoint. Since F∞(r) is convex, all of its
sides are vertical and sI non-vertical, we find that sI intersects F∞(r)∩∂K non-
trivially. Theorem 6.1.15 implies that sI intersects ∂F(r) non-trivially, which
shows that I contributes to ∂F(r).

The other vertical side of F(r) is (s + λ,∞). The Γ∞-invariance of K shows
that I + λ is a relevant isometric sphere with relevant part sI + λ and summit
s+ λ. Analogously to above, we see that I + λ contributes to ∂F(r).

Finally, all other (relevant) isometric spheres that contribute to ∂F(r) have
their centers in (r, r + λ), and all other summits of relevant isometric spheres
contained in ∂F(r) arise from relevant isometric spheres with center in (r, r+λ).
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Since F∞(r) is the vertical strip (r, r + λ) + iR+, Lemma 6.1.20 implies that
each relevant isometric sphere with center in (r, r + λ) contributes to ∂F(r). If
J is a relevant isometric sphere with center in (r, r + λ), then (A2) shows that
its summit s is contained in ∂K. Hence, s ∈ ∂K ∩ F∞(r), which means that
s ∈ ∂F(r).

Remark 6.2.18. Let r be the center of some relevant isometric sphere I. Further
let [a, b] be its relevant part with Re a < Re b and s its summit. Consider the
fundamental domain F(r). Lemma 6.1.20 and 6.2.17 show that the boundary of
F(r) decomposes into the following sides: There are two vertical sides, namely
[s, i∞] and [s+λ, i∞], and several non-vertical sides, namely [s, b], [a+λ, s+λ]
and the relevant parts of all those relevant isometric spheres with center in
(r, r + λ).

Definition 6.2.19. Let Λ be a subgroup of PSL(2,R). A subset F of H is called
a closed fundamental region for Λ in H if F is closed and F◦ is a fundamental
region for Λ in H. If, in addition, F◦ is connected, then F is said to be a closed
fundamental domain for Λ in H.

Note that if F is a fundamental region for Γ in H, then F can happen to be a
closed fundamental domain.

Theorem 6.2.20. There exists a set {Aj | j ∈ J}, indexed by J , of precells
in H such that the (essentially disjoint) union

⋃
j∈J Aj is a closed fundamental

region for Γ in H. The set J is finite and its cardinality does not depend on
the choice of the specific set of precells. The set {Aj | j ∈ J} can be chosen
such that

⋃
j∈J Aj is a closed fundamental domain for Γ in H. In each case,

the (disjoint) union
⋃
j∈J A◦

j is a fundamental region for Γ in H.

Proof. By Prop. 6.2.15 the union of each family of pairwise different precells in
H is essentially disjoint. Let r be the center of some relevant isometric sphere I.
The boundary structure of F(r) (see Remark 6.2.18) and Prop. 6.2.16 imply that
F(r) decomposes into a set A := {Aj | j ∈ J} of precells in H. By Prop. 6.1.34
F(r) is finite-sided. Therefore also the set V of vertices of K that are contained
in F(r)

g
is finite. Each vertex of K determines at most two precells in H. Hence

J is finite. Moreover,
(
F(r)

)◦
= F(r). Therefore F(r) is a closed fundamental

domain.

Let A2 := {Ak | k ∈ K} be a set of precells in H such that F :=
⋃
k∈K Ak is a

closed fundamental region for Γ in H. Cor. 2.3.5 implies that

K =
⋃

{hA | h ∈ Γ∞, A ∈ A}.

Let Ak ∈ A2 and pick z ∈ A◦
k. Then there exists hk ∈ Γ∞ and jk ∈ J such

that hkz ∈ Ajk . Therefore hkA◦
k ∩ Ajk 6= ∅. The Γ∞-invariance of K shows

that hkAk is a precell in H. Then Prop. 6.2.15 implies that hkAk = Ajk , and
in turn hk and jk are unique. We will show that the map ϕ : K → J , k 7→ jk
is a bijection. To show that ϕ is injective suppose that there are l, k ∈ K such
that jk = jl =: j. Then hlAl = Aj = hkAk, hence h−1

k hlAl = Ak. In particular,
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h−1
k hlA◦

l ∩ A◦
k 6= ∅. Since

⋃
h∈K A◦

h ⊆ F◦ and F◦ is a fundamental region, it
follows that h−1

k hl = id and l = k. Thus, ϕ is injective. To show surjectivity
let j ∈ J and z ∈ A◦

j . Then there exists g ∈ Γ and k ∈ K such that gz ∈ Ak.

On the other hand, Ak = h−1
k Ajk . Hence hkgA◦

j ∩ Ajk 6= ∅. Since Aj and
Ajk are convex polyhedrons, it follows that hkgA◦

j ∩ Ajk 6= ∅. Since F(r) is
a fundamental region and A◦

j ,A◦
jk

⊆ F(r), we find that hkg = id and j = jk.
Hence, ϕ is surjective. It follows that #K = #J .

It remains to show that the disjoint union P :=
⋃
k∈K A◦

k is a fundamental
region for Γ in H. Obviously, P is open and contained in F◦. This shows that
P satisfies (F1) and (F2). Since (A◦) = A for each precell in H and K is finite,
it follows that

P =
⋃

k∈K
A◦
k =

⋃

k∈K
Ak = F .

Hence, P satisfies (F3) as well, and thus it is a fundamental region for Γ in
H.

Definition 6.2.21. Each set A := {Aj | j ∈ J}, indexed by J , of precells in H
with the property that F :=

⋃
j∈J Aj is a closed fundamental region is called a

basal family of precells in H or a family of basal precells in H. If, in addition,
F is connected, then A is called a connected basal family of precells in H or a
connected family of basal precells in H.

Example 6.2.22. Recall the Examples 6.2.11, 6.2.12 and 6.2.13. The set {A}
resp. {A(v0), . . . ,A(v4)} resp. {A1,A2,A3} of precells in H for Gn resp. PΓ0(5)
resp. Γ is a connected basal family of precells in H for the respective group.

The proof of Theorem 6.2.20 shows the following statements.

Corollary 6.2.23. Let A be a basal family of precells in H.

(i) For each precell A in H there exists a unique pair (A′,m) ∈ A × Z such
that tmλ A′ = A.

(ii) For each A ∈ A choose an element m(A) ∈ Z. Then
{
t
m(A)
λ A

∣∣ A ∈ A
}

is

a basal family of precells in H. For each A ∈ A, the precell t
m(A)
λ A is of

the same type as A.

(iii) The set K is the essentially disjoint union
⋃{hA | h ∈ Γ∞, A ∈ A}.

6.2.3. The tesselation of H by basal families of precells

Suppose that Γ satisfies (A2). The following proposition is crucial for the con-
struction of cells in H from precells in H. Note that the element g ∈ ΓrΓ∞
in this proposition depends not only on A and b but also on the choice of the
basal family A of precells in H. In this section we will use the proposition as
one ingredient for the proof that the family of Γ-translates of all precells in H
is a tesselation of H.
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6. Cusp expansion

Proposition 6.2.24. Let A be a basal family of precells in H. Let A ∈ A be a
basal precell that is not a strip precell, and suppose that b is a non-vertical side
of A. Then there is a unique element g ∈ ΓrΓ∞ such that b ⊆ I(g) and gb is
the non-vertical side of some basal precell A′ ∈ A. If A is non-cuspidal, then A′

is non-cuspidal, and, if A is cuspidal, then A′ is cuspidal.

Proof. Let I be the (relevant) isometric sphere with b ⊆ I. We will at first show
that there is a generator g of I such that gb is a side of some basal precell. Then
gb ⊆ gI(g) = I(g−1), which implies that gb is a non-vertical side.

Let h ∈ ΓrΓ∞ be any generator of I, let s be the summit of I and v the vertex of
K that A is attached to. Then b = [v, s]. Further, b is contained in the relevant
part of I = I(h). By Prop. 6.1.29, Remark 6.1.30 and Lemma 6.2.8, the set
hb = [hv, hs] is contained in the relevant part of the relevant isometric sphere
I(h−1), the point hv is a vertex of K and hs is the summit of I(h−1). Thus,
there is a unique precell Ah with non-vertical side hb. By Cor. 6.2.23, there is
a unique basal precell A′ and a unique m ∈ Z such that

Ah = tmλ A′ = A′ +mλ.

Then t−mλ hb is a non-vertical side of A′, and t−mλ hb is contained in the relevant
part of the relevant isometric sphere I(h−1) − mλ = I(h−1tmλ ) = I((t−1

λ h)−1)
(for the first equality see Lemma 6.1.3). Lemma 6.1.2 shows that g := t−mλ h is
a generator of I.

To prove the uniqueness of g, let k be any generator of I. By Lemma 6.1.2,
there exists a unique n ∈ Z such that k = tnλh. Thus, kb = tnλhb = hb+ nλ and
therefore Ak = Ah + nλ. Then

Ak = A′ +mλ+ nλ = tm+n
λ A′,

and t
−(m+n)
λ k is a generator of I such that t

−(m+n)
λ kb is a side of some basal

precell. Moreover,

t
−(m+n)
λ k = t−mλ t−nλ k = t−mλ h = g.

This shows the uniqueness.

The basal precell A′ cannot be a strip precell, since it has a non-vertical side.
Finally, A is cuspidal if and only if v is an infinite vertex. This is the case if and
only if gv is an infinite vertex, which is equivalent to A′ being cuspidal. This
completes the proof.

Lemma 6.2.25. Let A be a precell in H. Suppose that S is a vertical side of
A. Then there exists a precell A′ in H such that S is a side of A′ and A′ 6= A.
In this case, S is a vertical side of A′.

Proof. We start by showing that each precell in H contains a box of a fixed
horizontal width. Let A be a basal family of precells in H. Theorem 6.2.20
shows that A contains only finitely many elements. Let λ denote the Lebesgue
measure on R. Then

m := min
{
λ
(
pr∞(A)

) ∣∣ A ∈ A
}
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6.2. Precells in H

exists. Cor. 6.2.23 implies that

m = min
{
λ
(
pr∞(A)

) ∣∣ A precell in H
}
.

Lemma 6.1.33 shows that we find M ≥ 0 such that

{z ∈ H | ht(z) > M} ⊆ K.

Let Â be a precell in H and let S1 = [a1,∞) and S2 = [a2,∞) be the vertical
sides of A with Re a1 < Re a2. Remark 6.2.10 and Lemma 6.2.14 imply that

K
(
Â
)

:=
{
z ∈ H

∣∣ ht(z) > M, Re z ∈ [Re a1,Re a2]
}
⊆ Â. (6.6)

Our previous consideration shows that Rea2 − Re a1 ≥ m.

Now let A be a precell in H and let S = [a,∞) be a vertical side of A. W.l.o.g.
suppose that A ⊆ {z ∈ H | Re z ≤ Re a}, which means that S is the right
vertical side of A. Consider

z := Re a+ m
3 + i(M + 1).

Then z ∈ K. By Cor. 6.2.23 there is a precell A′ with z ∈ A′. Let T = [b,∞) be
the vertical side of A′ such that A′ ⊆ {z ∈ H | Re z ≥ Re b}, which means that
T is the left vertical side of A′. Since z /∈ A, the precells A and A′ are different.
We will show that A∩A′ 6= ∅. Assume for contradiction that A∩A′ = ∅. Then
the box

K := (Re a,Re b) + i(M,∞)

does not intersect A and A′, but ∂K ∩ A 6= ∅ and ∂K ∩ A′ 6= ∅. Pick w ∈ K.
Then there is a precell A′′ in H such that w ∈ A′′. Now w ∈ K ∩K(A′′). Since
Re b − Re a ≤ m/3 < m, the box K(A′′) is not contained in K. Therefore we
have K(A′′)◦ ∩ A 6= ∅ or K(A′′)◦ ∩ A′ 6= ∅. Then Lemma 6.2.14 shows that
(A′′)◦ ∩ A 6= ∅ or (A′′)◦ ∩ A′ 6= ∅. By Prop. 6.2.15, A′′ = A or A′′ = A′. This
contradicts to w /∈ A ∪ A′. Hence A ∩ A′ 6= ∅. Prop. 6.2.15 shows that A and
A′ coincide exactly at a common vertical side. If we assume for contradiction
that Re b < Re a, then K(A′)◦ ∩ K(A) 6= ∅ (recall that z /∈ K(A)). But then
Lemma 6.2.14 shows that (A′)◦ ∩ A 6= ∅, which by Prop. 6.2.15 means that
A′ = A. Hence Re a = Re b and therefore S = T .

Proposition 6.2.26. Let A1,A2 be two precells in H and let g1, g2 ∈ Γ. If
g1A1∩g2A2 6= ∅, then either g1A1 = g2A2 and g1g

−1
2 ∈ Γ∞, or g1A1∩g2A2 is a

common side of g1A1 and g2A2, or g1A1∩ g2A2 is a point which is the endpoint
of some side of g1A1 and some side of g2A2. If S is a common side of g1A1 and
g2A2, then g−1

1 S is a vertical side of A1 if and only if g−1
2 S is a vertical side of

A2.

Proof. W.l.o.g. g1 = id. Let A be a basal family of precells in H. Cor. 6.2.23
shows that we may assume that A1 ∈ A. Let S1 = [a1,∞] and S2 = [a2,∞] be
the vertical sides of A1. If A1 has non-vertical sides, let these be S3 = [b1, b2]
resp. S3 = [b1, b2] and S4 = [b3, b4]. Lemma 6.2.25 shows that we find precells
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6. Cusp expansion

A′
1 and A′

2 such that A′
1 6= A1 6= A′

2 and S1 is a vertical side of A′
1 and S2

is a vertical side of A′
2. Prop. 6.2.24 shows that there exist (h3,A′

3) ∈ Γ × A
resp. (h3,A′

3), (h4,A′
4) ∈ Γ × A such that h3S3 is a non-vertical side of A′

3 and
h4S4 is a non-vertical side of A′

4 and h3A1 6= A′
3 and h4A1 6= A′

4. Recall that
each precell in H is a convex polyhedron. Therefore A1 ∪ A′

1 is a polyhedron
with (a1,∞) in its interior, and A1 ∪ h−1

3 A′
3 is a polyhedron with (b1, b2) in its

interior. Likewise for A1 ∪ A′
2 and A1 ∪ h−1

4 A′
4.

Suppose first that A◦
1 ∩ g2A2 6= ∅. By Cor. 6.2.23 there exists (h,A′) ∈ Γ∞ × A

such that A2 = hA′. Then A◦
1 ∩ g2hA′ 6= ∅. Since A′ is a convex polyhedron,

A◦
1 ∩ gsh(A′)◦ 6= ∅. Now

⋃{
(Â )◦

∣∣ Â ∈ A
}

is a fundamental region for Γ in
H (see Theorem 6.2.20). Therefore, g2h = id and, by Prop. 6.2.15, A1 = A′.
Hence g−1

2 ∈ Γ∞ and A1 = g2A2.

Suppose now that A◦
1 ∩ g2A2 = ∅. If g2A2 ∩ (a1,∞) 6= ∅, then g2A2 ∩ (A′

1)
◦ 6= ∅

and the argument from above shows that A′
1 = g2A2 and g2 ∈ Γ∞. From

this it follows that S1 is a vertical side of A2. If g2A2 ∩ (b1, b2) 6= ∅, then
g2A2 ∩ h−1

3 (A′
3)

◦ 6= ∅. As before, g2h3 ∈ Γ∞ and g2A2 = h−1
3 A′

3. Then S3

is a non-vertical side of A2. The argumentation for g2A2 ∩ (a2,∞) 6= ∅ and
g2A2 ∩ (b3, b4) 6= ∅ is analogous.

It remains the case that g2A2 intersects A1 is an endpoint v of some side of A1.
By symmetry of arguments, v is an endpoint of some side of A2. This completes
the proof.

Definition 6.2.27. A family {Sj | j ∈ J} of polyhedrons in H is called a
tesselation of H if

(T1) H =
⋃
j∈J Sj ,

(T2) If Sj∩Sk 6= ∅ for some j, k ∈ J , then either Sj = Sk or Sj∩Sk is a common
side or vertex of Sj and Sk.

Corollary 6.2.28. Let A be a basal family of precells in H. Then

Γ · A = {gA | g ∈ Γ, A ∈ A}
is a tesselation of H which satisfies in addition the property that if g1A1 = g2A2,
then g1 = g2 and A1 = A2.

Proof. Let F :=
⋃{A | A ∈ A}. Theorem 6.2.20 states that F is a closed

fundamental region for Γ in H, hence
⋃
g∈Γ gF = H. This proves (T1). (T2)

follows directly from Prop. 6.2.26. Now let (g1,A1), (g2,A2) ∈ Γ × A with
g1A1 = g2A2. Then g1A◦

1 = g2A◦
2. Recalling that F◦ is a fundamental region

for Γ in H and that A◦
1,A◦

2 ⊆ F◦, we get that g1 = g2 and A1 = A2.

6.3. A group that does not satisfy (A2)

The examples in the previous sections show that there are several subgroups of
PSL(2,R) that are discrete, have ∞ as a cuspidal point and satisfy the conditions
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6.3. A group that does not satisfy (A2)

(A1) and (A2). One might speculate that each geometrically finite group with
∞ as cuspidal point fulfills (A2).

However, in the following we provide an example of a geometrically finite sub-
group Γ of PSL(2,R) with ∞ as a cuspidal point that does not satisfy (A2). We
proceed as follows: The group Γ is given via three generators. We consider a
convex polyhedron F which is of the form of an isometric fundamental domain.
We prove, using Poincaré’s Theorem, that F is indeed a fundamental domain
for Γ. The shape of F shows in addition that Γ is cofinite, a property we will
not provide a proof for and we will not make use of. One of the generators of
Γ is parabolic with ∞ as fixed point, which shows that ∞ is a cuspidal point of
Γ. From F , we read off the relevant isometric spheres and their relevant parts.
At this point we will see that Γ does not satisfy (A2).

Consider the matrices

t :=

(
1 17

11
0 1

)
, g1 :=

(
18 −5
11 −3

)
and g2 :=

(
3 −1
10 −3

)

and let Γ be the subgroup of PSL(2,R) which is generated by t, g1 and g2. Set

g3 := g1g2 =

(
4 −3
3 −2

)
,

let F∞ :=
(

2
11 ,

19
11

)
+ iR+ and (see Fig. 6.10)

F := F∞ ∩ ext I(g1) ∩ ext I(g−1
1 ) ∩ ext I(g2) ∩ ext I(g1g2) ∩ ext I

(
(g1g2)

−1
)
.

v1

v2 v3 v4

v5

v6

v7

s1

s2
s3 s4

s5 s6

s7

s8

F

Figure 6.10: The fundamental domain F

We use the following points

v0 := ∞ v3 := 3
10 + i

10 v6 := 91
55 + i

√
24

55

v1 := 2
11 v4 := 19

55 + i
√

24
55 v7 := 19

11

v2 := 14
55 + i

√
24

55 v5 := 1

and the geodesic segments

s1 := [v0, v1] s4 := [v3, v4] s7 := [v6, v7]
s2 := [v1, v2] s5 := [v4, v5] s8 := [v7, v0].
s3 := [v2, v3] s6 := [v5, v6]
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6. Cusp expansion

Lemma 6.3.1. The sides of F are s1, s2, s3 ∪ s4, s5, s6, s7 and s8. Further we
have the side-pairing ts1 = s8, g1s2 = s7, g2s3 = s4 and g3s5 = s6, where
tv0 = v0, tv1 = v7, g1v1 = v7, g1v2 = v6, g2v2 = v4, g2v3 = v3, g3v4 = v6 and
g3v5 = v5.

Proof. We have

I(g1) =
{
z ∈ H

∣∣ ∣∣z − 3
11

∣∣ = 1
11

}
,

I(g−1
1 ) =

{
z ∈ H

∣∣ ∣∣z − 18
11

∣∣ = 1
11

}
,

I(g2) =
{
z ∈ H

∣∣ ∣∣z − 3
10

∣∣ = 1
10

}
= I(g−1

2 ),

I(g3) =
{
z ∈ H

∣∣ ∣∣z − 2
3

∣∣ = 1
3

}
,

and I(g−1
3 ) =

{
z ∈ H

∣∣ ∣∣z − 4
3

∣∣ = 1
3

}
.

These isometric spheres are the following complete geodesic segments:

I(g1) =
[

2
11 ,

4
11

]
, I(g2) =

[
1
5 ,

2
5

]
, I(g3) =

[
1
3 , 1
]

I(g−1
1 ) =

[
17
11 ,

19
11

]
, I(g−1

3 ) =
[
1, 5

3

]
.

This already shows that s1 and s8 are the vertical sides of F . Now we determine
the non-vertical sides of F by investigating with parts of the isometric spheres
I(g1), I(g

−1
1 ), I(g2), I(g3) and I(g−1

3 ) are contained in the interior of some other
isometric sphere. The remaining parts then build up the non-vertical sides of
F . For that we need to find all intersection points of pairs of these isometric
spheres.

One easily calculates that v2 is the intersection point of I(g1) and I(g2). Since
2/11 < 1/5, the segment [1/5, v2) of I(g2) is contained in int I(g1). Likewise,
since 4/11 < 4/10, the segment (v2, 4/11] of I(g1) is contained in int I(g2).
Therefore, these two segments cannot contribute to the boundary of F . Analo-
gously, one sees that v4 is the intersection point of I(g2) and I(g3), and there-
fore [1/3, v4) ⊆ int I(g2) and (v4, 4/10] ⊆ int I(g3). Likewise, v6 is the inter-
section point of I(g−1

1 ) and I(g−1
3 ), hence we have (v3, 5/3] ⊆ int I(g−1

1 ) and
[17/11, v6) ⊆ int I(g−1

3 ). Moreover, v5 is the intersection point of I(g3) and
I(g−1

3 ). The intersection point of I(g1) and I(g3) is contained in int I(g2) be-
cause Re(v2) = 14/55 < 1/3. Therefore it is not relevant. All other pairs of
isometric spheres do not intersect. This implies the claim about the sides of F .

Now one checks by direct calculation the claimed side-pairings.

Proposition 6.3.2. The set F is a fundamental domain for Γ in H.

Proof. We apply Poincaré’s Theorem in the form of [Mas71] to show that F is
a fundamental domain for the group generated by t, g1, g2 and g3. This group
is exactly Γ. We use the notions and notations from [Mas71]. In particular, we
refer to the conditions (a)-(g) and (f’) in [Mas71]. The sides of F in sense of
[Mas71] are the geodesic segments s1, . . . , s8. Obviously, F is a domain and a
polygon in the terminology of [Mas71]. Note that v3 is also called a vertex. The
side-pairing of F is given by Lemma 6.3.1. The conditions (a)-(c) are obviously
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satisfied. If s is a side of F and g is the element with which s is mapped to
another side, then s ∈ I(g). Lemma 2.2.12 implies that (d) is fulfilled. The
condition (e) is trivially satisfied. Concerning the condition (f’) we have three
chains of infinite vertices. One is (v0). An infinite cycle transformation of
this chain is t, which is parabolic. Another chain is (v1, v7). An infinite cycle
transformation is

g−1
1 t =

(
−3 4

11
−11 1

)
,

which is a parabolic element. The third one is (v5) with an infinite cycle trans-
formation g3, which is parabolic. Hence (f’) is satisfied. Finally we have to show
that (g) holds. For the cycle (v3) this is clearly true since α(v3) = π. Consider
the cycle (v2, v6, v4) with the cycle transformation g2g

−1
3 g1 = id. We claim that

α(v2) + α(v6) + α(v5) + α(v4) = 2π. Note that α(v5) = 0. Let U = Bε(v2) be
a Euclidean ball centered at v2 such that of all sides of F , the set U intersects
only s2 and s3, the set g1U , which is a neighborhood of v6 by Lemma 6.3.1,
intersects only the sides s7 and s6 and g2U , which is a neighborhood of v4,
intersects only s4 and s5. Suppose further, that g1U does not intersect the
geodesic segment [v5, v7] and that g2U does not intersect the geodesic segment
[v1, v5]. Moreover, the sets U , g1U and g2U should be pairwise disjoint. Let
U1 := U ∩ F , U2 := g1U ∩ F and U3 := g2U ∩ F . We will show that the union
U1 ∪ g−1

1 U2 ∪ g2U3 is essentially disjoint and equals U . Since α(v2) is the angle
inside U1 at v2, and similar for α(v6) and α(v4), this then shows that the angle
sum is 2π.

Lemma 6.3.1 shows that g−1
1 s7 = s2 and g−1

1 v6 = v2. Then the side s6 is mapped
by g−1

1 to the geodesic segment [v2, g
−1
1 1] = [v2, 2/7]. Thus the hyperbolic

triangle P1 with vertices v2, v1, 2/7 coincides with F precisely at the side s1.
Note that P1 is the image under g−1

1 of the hyperbolic triangle with vertices
v5, v6, v7 which contains U2. Therefore

g−1
1 U2 = g−1

1

(
g1U ∩ F

)
∩ P1 = U ∩ P1.

Now g2 maps s5 to the geodesic segment [v2, 2/7] and s4 to s3. Let P2 be the
hyperbolic triangle with vertices v2, v3, 2/7. Then

g2U3 = g2
(
g2U ∩ F

)
∩ P2 = U ∩ P2.

Now P2 coincides with F exactly at the side s3 and with P1 exactly at the side
[v2, 2/7]. Thus, the union U1 ∪ g−1

1 U2 ∪ g2U3 is essentially disjoint and

(U ∩ F) ∪ (U ∩ P1) ∪ (U ∩ P2) = U.

This shows that the angle sum is indeed 2π. Hence (g) holds. Then Poincaré’s
Theorem states that F is a fundamental domain for the group generated by
t, g1, g2 and g3.

Proposition 6.3.3. Γ does not satisfy (A2).
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6. Cusp expansion

Proof. Prop. 6.3.2 states that F is a fundamental domain for Γ in H. Its shape
shows that it is an isometric fundamental domain. Therefore, the isometric
sphere I(g1) is relevant and s1 is its relevant part. The summit of I(g1) is
s := 3+i

11 . One easily calculates that s ∈ int I(g2). Therefore, Γ does not satisfy
(A2).

Remark 6.3.4. In [Vul99], Vulakh states that each geometrically finite subgroup
of PSL(2,R) for which ∞ is a cuspidal point satisfies (A2). The previous example
shows that this statement is not right. This property is crucial for the results
in [Vul99]. Thus, Vulakh’s constructions do not apply to such a huge class of
groups as he claims.

6.4. Cells in H

Let Γ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point and which satisfies (A2). Suppose that the set of relevant isometric spheres
is non-empty. Let A be a basal family of precells inH. To each basal precell inH
we assign a cell in H, which is an essentially disjoint union of certain Γ-translates
of certain basal precells. More precisely, using Prop. 6.2.24 we define so-called
cycles in A × Γ. These are certain finite sequences of pairs (A, h) ∈ A × ΓrΓ∞
such that each cycle is determined up to cyclic permutation by any pair which
belongs to it. Moreover, if (A, hA) is an element of some cycle, then hA is an
element in ΓrΓ∞ assigned to A by Prop. 6.2.24 (or hA = id if A is a strip
precell). Conversely, if hA is an element assigned to A by Prop. 6.2.24, then
(A, hA) determines a cycle in A × ΓrΓ∞.

One of the crucial properties of each cell in H is that it is a convex polyhedron
with non-empty interior of which each side is a complete geodesic segment.
This fact is mainly due to the condition (A2) of Γ. The other two important
properties of cells in H are that each non-vertical side of a cell is a Γ-translate
of some vertical side of some cell in H and that the family of Γ-translates of all
cells in H is a tesselation of H. To prove these facts, we devote a substantial
part of this section to the study of boundaries of cells.

6.4.1. Cycles in A × Γ

Remark and Definition 6.4.1. Let A ∈ A be a non-cuspidal precell inH. The
definition of precells shows that A is attached to a unique (inner) vertex v of K,
and A is the unique precell attached to v. Therefore we set A(v) := A. Further,
A has two non-vertical sides b1 and b2. Let {k1(A), k2(A)} be the two elements
in ΓrΓ∞ given by Prop. 6.2.24 such that bj ∈ I(kj(A)) and kj(A)bj is a non-
vertical side of some basal precell. Necessarily, the isometric spheres I(k1(A))
and I(k2(A)) are different, therefore k1(A) 6= k2(A). The set {k1(A), k2(A)}
is uniquely determined by Prop. 6.2.24, the assignment A 7→ k1(A) clearly
depends on the enumeration of the non-vertical sides of A. By Remark 6.1.30,
w := kj(A)v is an inner vertex. Let A(w) be the (unique non-cuspidal) basal
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precell attached to w. Since one non-vertical side of A(w) is kj(A)bj , which is
contained in the relevant isometric sphere I(kj(A)−1), and kj(A)−1kj(A)bj = bj
is a non-vertical side of some basal precell, namely of A, one of the elements in
ΓrΓ∞ assigned to A(w) by Prop. 6.2.24 is kj(A)−1.

Construction 6.4.2. Let A ∈ A be a non-cuspidal precell and suppose that
A = A(v) is attached to the vertex v of K. We assign to A two sequences (hj)
of elements in ΓrΓ∞ using the following algorithm:

(step 1) Let v1 := v and let h1 be either k1(A) or k2(A). Set g1 := id, g2 := h1

and carry out (step 2).

(step j) Set vj := gj(v) and Aj := A(vj). Let hj be the element in ΓrΓ∞ such
that

{
hj, h

−1
j−1

}
=
{
k1(Aj), k2(Aj)

}
. Set gj+1 := hjgj . If gj+1 = id, then

the algorithm stops. If gj+1 6= id, then carry out (step j + 1).

Example 6.4.3. Recall the Hecke triangle group Gn and its basal family A =
{A} of precells in H from Example 6.2.11. Let

Un = TnS =

(
λn −1
1 0

)
.

The two sequences assigned to A are (Un)
n
j=1 and

(
U−1
n

)n
j=1

.

Proposition 6.4.4. Let A = A(v) be a non-cuspidal basal precell.

(i) The sequences from Constr. 6.4.2 are finite. In other words, the algorithm
for the construction of the sequences always terminates.

(ii) Both sequences have same length, say k ∈ N.

(iii) Let (aj)j=1,...,k and (bj)j=1,...,k be the two sequences assigned to A. Then
they are inverse to each other in the following sense: For each j = 1, . . . , k
we have aj = b−1

k−j+1.

(iv) For j = 1, . . . , k set cj+1 := ajaj−1 · · · a2a1, dj+1 := bjbj−1 · · · b2b1 and
c1 := id =: d1. Then

B :=

k⋃

j=1

c−1
j A

(
cjv
)

=

k⋃

j=1

d−1
j A

(
djv
)
.

Further, both unions are essentially disjoint, and B is the polyhedron with
the (pairwise distinct) vertices c−1

1 ∞, c−1
2 ∞, . . ., c−1

k ∞ resp. d−1
1 ∞, d−1

2 ∞,
. . ., d−1

k ∞.

Proof. Suppose that A = A(v). Let (hj)j∈J be one of the sequences assigned to
A by Constr. 6.4.2. As in Constr. 6.4.2 we set g1 := id, gj+1 := hjhj−1 · · ·h2h1,
vj := gj(v) and Aj := A(vj) for j ∈ J . Let sj denote the summit of I(hj) for
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6. Cusp expansion

j ∈ J . Then Aj ∩ I(hj) = [vj, sj ]. Let j ∈ J such that also j + 1 ∈ J . Then the
non-vertical sides of Aj+1 are

[vj+1, hjsj] = Aj+1 ∩ hjI(hj) = Aj+1 ∩ I
(
h−1
j

)

and [vj+1, sj+1]. Hence Aj+1 is the hyperbolic quadrilateral with vertices hjsj,
vj+1, sj+1, ∞. Since g−1

j+1hjsj = g−1
j sj and g−1

j+1vj+1 = v, the set g−1
j+1Aj+1 is the

hyperbolic quadrilateral with vertices g−1
j sj, v, g

−1
j+1sj+1, g

−1
j+1∞. Thus, g−1

j Aj

and g−1
j+1Aj+1 have at least the side [g−1

j sj, v] in common. Since Aj and Aj+1

are both basal precells and hj 6= id, the sets g−1
j Aj and g−1

j+1Aj+1 = g−1
j h−1

j Aj+1

intersect at most at a common side (see Cor. 6.2.28). Hence

g−1
j Aj ∩ g−1

j+1Aj+1 = [g−1
j sj, v].

Recall from Lemma 6.2.8 that pr∞(sj) = h−1
j ∞. Hence sj is contained in the

(complete) geodesic segment [h−1
j ∞,∞]. Therefore, the sides [g−1

j ∞, g−1
j sj ] =

g−1
j [∞, sj] of g−1

j Aj and [g−1
j sj , g

−1
j+1∞] = g−1

j [sj, h
−1
j ∞] of g−1

j+1Aj+1 add up

to the complete geodesic segment [g−1
j ∞, g−1

j+1∞]. Further, since A1 and Aj+1

are basal and gj+1 6= id, the sets A1 and g−1
j+1Aj+1 have at most one side in

common.

For simplicity of exposition suppose that Re s1 < Re v, and let s1, v, t,∞ denote
the vertices of A = A1. By the previous arguments, we find that A1 ∪ g−1

2 A2 is
the hyperbolic pentagon with vertices ∞, g−1

2 ∞, g−1
2 s2, v, t (counter clockwise).

Using that each Aj is connected, we successively see that for each k ∈ J the

union Tk :=
⋃k
j=1 g

−1
j Aj is essentially disjoint. Further, Tk is either the polyhe-

dron with (pairwise distinct) vertices g−1
2 ∞ < g−1

3 ∞ < . . . < g−1
k ∞, g−1

k sk, v, t
and ∞ (counter clockwise), or k ≥ 3 and g−1

k Ak intersects A1 in more than the
point v.

We will show that for k large enough, the set Tk is of the second kind. By
Cor. 6.1.37, there is some c > 0 such that for each j ∈ J , the angle αj inside Aj

at vj enclosed by the two non-vertical sides of Aj is bounded below by c. Thus,
for the angle at v we get

2π ≥
∑

j∈J
αj ≥ c|J |.

Therefore, J is finite.

Suppose that Tk is of the first kind. We will show that for some l > k, the set
Tl is of the second kind. To that end we first show that gk+1 6= id. Assume for
contradiction that hkgk = gk+1 = id, hence hk = g−1

k . Then

hk[vk, sk] = g−1
k [vk, sk] = [v, g−1

k sk]

is not a non-vertical side of some basal cell, but hk was chosen to be the unique
generator of the isometric sphere I(hk) such that hk(Ak ∩ I(hk)) = hk[vk, sk]
is the non-vertical side of some basal precell. Thus, gk+1 6= id and therefore
k + 1 ∈ J . Since J is finite, for some l ∈ N, the set Tl must be of the second
kind.
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6.4. Cells in H

Suppose now that Tk is of the second kind. Then

g−1
k Ak ∩ A1 = g−1

k [vk, sk] ∩ [v, t]

and g−1
k [vk, sk] ∩ [v, t] is a geodesic segment of positive length. By Cor. 6.2.28

g−1
k [vk, sk] = [v, t] and therefore I(g−1

k ) = I(hk). From the choice of hk now
follows that g−1

k = hk. Thus, gk+1 = hkgk = id. This shows that J = {1, . . . , k}.
Moreover, the set Tk is the polyhedron with vertices g−1

2 ∞ < g−1
3 ∞ < . . . <

g−1
k ∞ and ∞ (counter clockwise).

Further, this argument shows that {h1, h
−1
k } = {k1(A), k2(A)}. Let (aj) and

(bj) be the two sequences assigned to A by Constr. 6.4.2 and suppose that
a1 = h1 and b1 = h−1

k . Then the sequence (aj) has length k and aj = hj for
j = 1, . . . , k. Note that b1 maps [v, t] to the non-vertical side h−1

k [v, t] = [vk, sk]
of Ak. Now b2 is determined by b1 via {b2, b−1

1 } = {b2, hk} = {k1(Ak), k2(Ak)},
thus b2 = h−1

k−1. Recursively, we see that bj = h−1
k−j+1 = a−1

k−j+1 for j = 1, . . . , k,
and

bkbk−1 · · · b1 = h−1
1 h−1

2 · · ·h−1
k = g−1

k+1 = id .

For each j = 1, . . . , k we have

dj+1 := bjbj−1 · · · b2b1 = h−1
k−j+1h

−1
k−j+2 · · ·h−1

k−1h
−1
k

= hk−j · · ·h1h
−1
1 · · ·h−1

k−jh
−1
k−j+1 · · ·h−1

k = gk−j+1g
−1
k+1

= gk−j+1.

Since dj+1 = gk−j+1 6= id for j = 1, . . . , k − 1, but dk+1 = id, also the sequence
(bj) has length k. Let d1 := id. Then

k⋃

j=1

d−1
j A

(
djv
)

=

k⋃

j=1

g−1
k−j+1A

(
gk−j+1v

)
=

k⋃

j=1

g−1
j A

(
gjv
)
.

Definition 6.4.5. Let A ∈ A be a non-cuspidal precell and suppose that A
is attached to the vertex v of K. Let hA be one of the elements in ΓrΓ∞
assigned to A by Prop. 6.2.24. Let (hj)j=1,...,k be the sequence assigned to A by
Constr. 6.4.2 with h1 = hA. For j = 1, . . . , k set g1 := id and gj+1 := hjgj . Then
the (finite) sequence

(
(A(gjv), hj)

)
j=1,...,k

is called the cycle in A×Γ determined

by (A, hA).

Let A ∈ A be a cuspidal precell. Suppose that b is the non-vertical side of A
and let hA be the element in ΓrΓ∞ assigned to A by Prop. 6.2.24. Let A′ be the
(cuspidal) basal precell with non-vertical side hAb. Then the (finite) sequence(
(A, hA), (A′, h−1

A )
)

is called the cycle in A × Γ determined by (A, hA).

Let A ∈ A be a strip precell. Set hA := id. Then
(
(A, hA)

)
is called the cycle

in A × Γ determined by (A, hA).

Example 6.4.6.

(i) Recall Example 6.4.3. The cycle in A × Gn determined by (A, Un) is(
(A, Un)

)n
j=1

.
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6. Cusp expansion

(ii) Recall the group PΓ0(5) and the basal family A = {A(v0), . . . ,A(v4)}
from Example 6.2.12. The element in PΓ0(5)rPΓ0(5)∞ assigned to A(v0)
is h :=

(
4 −1
5 −1

)
. The cycle in A × PΓ0(5) determined by (A(v0), h) is(

(A(v0), h), (A(v4), h
−1)
)
. Further let h1 := h, h2 :=

(
3 −2
5 −3

)
and h3 :=(

2 −1
5 −2

)
. The cycle in A × PΓ0(5) determined by (A(v1), h1) is

(
(A(v1), h1), (A(v3), h2), (A(v2), h3)

)
.

(iii) Recall the group Γ and the basal family A = {A1,A2,A3} from Exam-
ple 6.2.13. The cycle in A× Γ determined by (A2, S) is

(
(A2, S), (A3, S)

)
.

Proposition 6.4.7. Let A ∈ A be a non-cuspidal precell in H and suppose
that hA is one of the elements in ΓrΓ∞ assigned to A by Prop. 6.2.24. Let(
(Aj , hj)

)
j=1,...,k

be the cycle in A×Γ determined by (A, hA). Let j ∈ {1, . . . , k}
and define the sequence

(
(A′

l, al)
)
l=1,...,k

by

al :=

{
hl+j−1 for l = 1, . . . , k − j + 1,

hl+j−1−k for l = k − j + 2, . . . , k,

and

A′
l :=

{
Al+j−1 for l = 1, . . . , k − j + 1,

Al+j−1−k for l = k − j + 2, . . . , k.

Then a1 = hj is one of the elements in ΓrΓ∞ assigned to Aj by Prop. 6.2.24
and

(
(A′

l, al)
)
l=1,...,k

is the cycle in A × Γ determined by (Aj, hj).

Proof. We first show that {h1, h
−1
k } = {k1(A), k2(A)}. Suppose that h1 =

k1(A). Prop. 6.4.4(iii) states that hk = k2(A)−1. This shows that {al, a−1
l−1} =

{k1(A′
l), k2(A′

l)} for l = 2, . . . , k. For l = 1, . . . , k set c1 := id and cl+1 := alcl.
It remains to show that cl 6= id for l = 2, . . . , k and ck+1 = id. For p = 1, . . . , k
set g1 := id and gp+1 := hpgp. Then

cl =

{
gl+j−1g

−1
j for l = 1, . . . , k − j + 1,

gl+j−1−kg
−1
j for l = k − j + 2, . . . , k + 1.

Obviously, ck+1 = gjg
−1
j = id. Let l ∈ {2, . . . , k− j+1}. Then l+ j− 1 6= j and

by Prop. 6.4.4(iv) gl+j−1 6= gj . Hence cl 6= id. Analogously, we see that cl 6= id
for l ∈ {k − j + 2, . . . , k}. This completes the proof.

The proof of the next proposition follows immediately from the definition of hA.

Proposition 6.4.8. Let A ∈ A be a cuspidal precell in H and let hA be the
element in ΓrΓ∞ assigned to A by Prop. 6.2.24. Let

(
(A, hA), (A′, h−1

A )
)

be
the cycle in A × Γ determined by (A, hA). Then h−1

A is the element in ΓrΓ∞
assigned to A′ by Prop. 6.2.24 and

(
(A′, h−1

A ), (A, hA)
)

is the cycle in A × Γ
determined by (A′, h−1

A ).
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6.4.2. Cells in H and their properties

Now we can define a cell in H for each basal precell in H.

Construction 6.4.9. Let A be a basal strip precell in H. Then we set

B(A) := A.
Let A be a cuspidal basal precell in H. Suppose that g is the element in ΓrΓ∞
assigned to A by Prop. 6.2.24 and let

(
(A, g), (A′, g−1)

)
be the cycle in A × Γ

determined by (A, g). Define

B(A) := A ∪ g−1A′.

The set B(A) is well-defined because g is uniquely determined.

Let A be a non-cuspidal basal precell in H and fix an element hA in ΓrΓ∞
assigned to A by Prop. 6.2.24. Let

(
(Aj, hj)

)
j=1,...,k

be the cycle in A × Γ

determined by (A, hA). For j = 1, . . . , k set g1 := id and gj+1 := hjgj . Set

B(A) :=

k⋃

j=1

g−1
j Aj .

By Prop. 6.4.4, the set B(A) does not depend on the choice of hA. The family
B := {B(A) | A ∈ A} is called the family of cells in H assigned to A. Each
element of B is called a cell in H.

Note that the family B of cells in H depends on the choice of A. If we need to
distinguish cells in H assigned to the basal family A of precells in H from those
assigned to the basal family A′ of precells in H, we will call the first ones A-cells
and the latter ones A′-cells.

Example 6.4.10. Recall the Example 6.4.6. For the Hecke triangle group G5,
Fig. 6.11 shows the cell assigned to the family A = {A} from Example 6.2.11.
For the group PΓ0(5), the family of cells in H assigned to A is indicated in

i λ5 + i

B(A)

A

U−4

5
AU−1

5
A

U−3

5
AU−2

5
A

U5∞
= λ5

U2

5
∞U3

5
∞U4

5
∞

= 0

Figure 6.11: The cell B(A) for G5.

Fig. 6.12. Fig. 6.13 shows the family of cells in H assigned to the basal family
A of precells of Γ.
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B(A(v0)) B(A(v1)) B(A(v2)) B(A(v3)) B(A(v4))

0 1

5

2

5

3

5

4

5
1

Figure 6.12: The family of cells in H assigned to A for PΓ0(5).

v1 v2 v30

B(A1) B(A2) B(A3)

Figure 6.13: The family of cells in H assigned to A for Γ.

In the series of the following six propositions we investigate the structure of
cells and their relations to each other. This will allow to show that the family
of Γ-translates of cells in H is a tesselation of H, and it will be of interest for
the labeling of the cross section.

Proposition 6.4.11. Let A be a non-cuspidal basal precell in H. Suppose that
hA is an element in ΓrΓ∞ assigned to A by Prop. 6.2.24 and let

(
(Aj , hj)

)
j=1,...,k

be the cycle in A × Γ determined by (A, hA). For j = 1, . . . , k set g1 := id and
gj+1 := hjgj . Then the following assertions hold true.

(i) The set B(A) is the convex polyhedron with vertices g−1
1 ∞, g−1

2 ∞, . . . , g−1
k ∞.

(ii) The boundary of B(A) consists precisely of the union of the images of the
vertical sides of Aj under g−1

j , j = 1, . . . , k. More precisely, if sj denotes
the summit of I(hj) for j = 1, . . . , k, then

∂B(A) =

k⋃

j=1

g−1
j [sj ,∞] ∪

k+1⋃

j=2

g−1
j [hj−1sj−1,∞].

(iii) For each j = 1, . . . , k we have gjB(A) = B(Aj). In particular, the side
[g−1
j ∞, g−1

j+1∞] of B(A) is the image of the vertical side [∞, h−1
j ∞] of

B(Aj) under g−1
j .

(iv) Let Â be a basal precell in H and h ∈ Γ such that hÂ ∩ B(A)◦ 6= ∅. Then
there exists a unique j ∈ {1, . . . , k} such that h = g−1

j and Â = Aj. In

particular, Â is non-cuspidal and hB(Â) = B(A).
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Proof. By Prop. 6.4.4, B(A) is the polyhedron with vertices g−1
1 ∞, g−1

2 ∞, . . . , g−1
k ∞.

Since each of its sides is a complete geodesic segment, B(A) is convex. This
shows (i). The statement (ii) follows from the proof of Prop. 6.4.4.

To prove (iii), fix j ∈ {1, . . . , k} and recall from Prop. 6.4.7 the cycle
(
(A′

l, al)
)
l=1,...,k

in A × Γ determined by (Aj , hj). For l = 1, . . . , k set c1 := id and cl+1 := alcl.
Then

cl =

{
gl+j−1g

−1
j for l = 1, . . . , k − j + 1

gl+j−k−1g
−1
j for l = k − j + 2, . . . , k.

Hence

B(Aj) =

k⋃

l=1

c−1
l A′

l =

k⋃

l=1

gj(clgj)
−1A′

l

= gj

k−j+1⋃

l=1

g−1
l+j−1Al+j−1 ∪ gj

k⋃

l=k−j+2

g−1
l+j−k−1Al+j−k−1

= gj

k⋃

l=1

g−1
l Al = gjB(A).

This immediately implies that the side [g−1
j ∞, g−1

j+1∞] of B(A) maps to the side

gj [g
−1
j ∞, g−1

j+1∞] = [∞, h−1
j ∞] of B(Aj), which is vertical.

To prove (iv), fix z ∈ hÂ ∩ B(A)◦. Then there exists l ∈ {1, . . . , k} such
that z ∈ hÂ ∩ g−1

l Al. Let b := hÂ ∩ g−1
l Al. By Prop. 6.2.26 there are three

possibilities for b.

If b = hÂ = g−1
l Al, then glhÂ = Al. Since Â and Al are both basal, it follows

that h = g−1
l and Â = Al.

Suppose that v is the vertex of K to which A is attached. If b is a common side
of hÂ and g−1

l Al, then, since z ∈ B(A)◦, glb must be a non-vertical side of Al

(see (ii)). This implies that v ∈ b. In turn, there is a neighborhood U of v such
that U ⊆ B(A) and U ∩ h(Â)◦ 6= ∅. Hence, h(Â)◦ ∩ B(A)◦ 6= ∅. Thus there
exists j ∈ {1, . . . , k} such that h(Â)◦ ∩ g−1

j Aj 6= ∅. Prop. 6.2.26 implies that

Â = Aj and h = g−1
j .

If b is a point, then b = z must be the endpoint of some side of g−1
l Al. From

z ∈ B(A)◦ it follows that z = v. Now the previous argument applies.

To show the uniqueness of j ∈ {1, . . . , k} with Â = Aj and h = g−1
j , suppose

that there is p ∈ {1, . . . , k} with Â = Ap and h = g−1
p . Then gj = gp. By

Prop. 6.4.4(iv) j = p. The remaining parts of (iv) follow from (iii).

Proposition 6.4.12. Let A be a cuspidal basal precell in H which is attached
to the vertex v of K. Suppose that g is the element in ΓrΓ∞ assigned to A by
Prop. 6.2.24. Let

(
(A, g), (A′, g−1)

)
be the cycle in A× Γ determined by (A, g).

Then we have the following properties.

(i) The set B(A) is the hyperbolic triangle with vertices v, g−1∞, ∞.
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(ii) The boundary of B(A) is the union of the vertical sides of A with the
images of the vertical sides of A′ under g−1.

(iii) The sets gB(A) and B(A′) coincide. In particular, the non-vertical side
[v, g−1∞] of B(A) is the image of the vertical side [gv,∞] of A′ under g−1.

(iv) Suppose that Â is a basal precell in H and h ∈ Γ such that hÂ∩B(A)◦ 6= ∅.
Then either h = id and Â = A or h = g−1 and Â = A′. In particular, Â
is cuspidal and hB(Â) = B(A).

Proof. Let s be the summit of I(g) and denote the non-vertical side of A by b.
Then b = [v, s] and gb = [gv, gs] is a non-vertical side of A′. By Prop. 6.2.24, A′

is cuspidal. Hence A′ is the hyperbolic triangle with vertices gs, gv,∞. Since
g−1∞ is the center of I(g) and pr∞(s) = g−1∞, the cell B(A) = A ∪ g−1A′ is
the hyperbolic triangle with vertices v, g−1∞, ∞. Moreover,

∂B(A) = g−1[gv,∞] ∪ g−1[gs,∞] ∪ [s,∞] ∪ [v,∞]

as claimed. Now g−1 is the element assigned to A′ by Prop. 6.2.24. Hence

B(A′) = A′ ∪ gA = gB(A).

The remaining assertions are proved analogously to the corresponding state-
ments of Prop. 6.4.11.

Proposition 6.4.13. Let A be a basal strip precell in H. Let Â be a basal
precell in H and h ∈ Γ such that hÂ ∩ B(A)◦ 6= ∅. Then h = id and Â = A.

Proof. This follows from B(A) = A and Cor. 6.2.28.

Corollary 6.4.14. The map A → B, A 7→ B(A) is a bijection.

Proof. Let

ϕ :

{
A → B
A 7→ B(A).

By definition of B, the map ϕ is surjective. To show injectivity, let A1,A2 be
basal precells in H such that B(A1) = B(A2). From A2 ⊆ B(A2) = B(A1) it
follows that A2∩B(A1)

◦ = ∅. Then Prop. 6.4.11(iv) resp. 6.4.12(iv) resp. 6.4.13
states that A2 = A1.

Proposition 6.4.15. Let A be a non-cuspidal basal precell in H. Suppose
that (hj)j=1,...,k is a sequence in ΓrΓ∞ assigned to A by Constr. 6.4.2. For
j = 1, . . . , k set g1 := id and gj+1 := hjgj . Let A′ be a basal precell in H and
g ∈ Γ such that B(A) ∩ gB(A′) 6= ∅. Then we have the following properties.

(i) Either B(A) = gB(A′), or B(A) ∩ gB(A′) is a common side of B(A) and
gB(A′).

(ii) If B(A) = gB(A′), then g = g−1
j for a unique j ∈ {1, . . . , k}. In particular,

A′ is non-cuspidal.
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(iii) If B(A) 6= gB(A′), then A′ is cuspidal or non-cuspidal. If A′ is cuspidal
and k ∈ ΓrΓ∞ is the element assigned to A′ by Prop. 6.2.24, then we have
B(A) ∩ gB(A′) = g[k−1∞,∞].

Proof. Since B(A) ∩ gB(A′) 6= ∅, there exist a basal precell Â and an element
h ∈ Γ such that hÂ ⊆ B(A′) and ghÂ ∩ B(A) 6= ∅. From Prop. 6.4.11(iv) it
follows that hB(Â) = B(A′).

If ghÂ∩B(A)◦ 6= ∅, then Prop. 6.4.11(iv) shows that B(A) = ghB(Â) = gB(A′).
Moreover, Â is non-cuspidal and g = g−1

j for a unique j ∈ {1, . . . , k}.

Suppose that ghÂ ∩ B(A)◦ = ∅. Then ghÂ ∩ B(A) ⊆ ∂B(A). Let v be the
vertex of K to which A is attached. Then there exists j ∈ {1, . . . , k} such that
ghÂ ∩ g−1

j A(gjv) 6= ∅. Let b := ghÂ ∩ g−1
j A(gjv). The boundary structure

of B(A) (see Prop. 6.4.11(ii)) implies that gjb is contained in a vertical side of
A(gjv). In particular, b is not a complete geodesic segment. By Cor. 6.2.28, b

is either a common side of ghÂ and g−1
j A(gjv) or a point which is the endpoint

of some side of ghÂ and some side of g−1
j A(gjv). Each case excludes that Â is

a strip precell.

Suppose that Â is a cuspidal precell, attached to the vertex w of K. Then
(gh)−1b ∩ [w,∞] = ∅ because b is not a complete geodesic segment. Let [w, a]
be the non-vertical side of Â. By Prop. 6.4.12(ii), h(w, a) ⊆ B(A′)◦. If we had
(gh)−1b∩ (w, a) 6= ∅, then gB(A′)◦∩B(A) 6= ∅. Since gB(A′) and B(A) are both
convex polyhedrons, it follows that gB(A′)◦ ∩ B(A)◦ 6= ∅. The very first case
shows that then gB(A′) = B(A) and A′ is non-cuspidal, which is a contradiction
to Â being cuspidal. Thus, (gh)−1b ⊆ [a,∞] and therefore

g−1b = h(gh)−1b ⊆ [ha, h∞] ⊆ [k−1∞,∞].

On the other hand, b is contained is some side c of B(A). Since both g[k−1∞,∞]
and c are complete geodesic segments which are not disjoint but do not intersect
transversely, they are identical. Hence B(A) ∩ gB(A′) = g[k−1∞,∞].

Suppose that Â is a non-cuspidal precell which is attached to the vertex w of K
and let [a,w], [w, c] be its two non-vertical sides. If (gh)−1b∩

(
(a,w]∪[w, c)

)
6= ∅,

then, as before, gB(A′)∩ B(A)◦ 6= ∅ and by the very first case, gB(A′) = B(A),
which contradicts to ghÂ ∩ B(A)◦ = ∅. Therefore (gh)−1b is contained in a
vertical side of Â and thus in a vertical side of B(A′). As in the discussion
of a cuspidal Â it follows that B(A) ∩ gB(A′) is a common side of B(A) and
gB(A′).

The proofs of the following two propositions go along the lines of the proof of
Prop. 6.4.15.

Proposition 6.4.16. Let A be a cuspidal basal precell in H which is attached
to the vertex v of K. Suppose that h ∈ ΓrΓ∞ is the element assigned to A
by Prop. 6.2.24. Let A′ be a basal precell in H and g ∈ Γ such that we have
B(A) ∩ gB(A′) 6= ∅. Then the following assertions hold true.
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(i) Either B(A) = gB(A′), or B(A) ∩ gB(A′) is a common side of B(A) and
gB(A′).

(ii) If B(A) = gB(A′), then either g = id or g = h−1. In particular, A′ is
cuspidal.

(iii) If B(A) 6= gB(A′), then A′ is cuspidal or non-cuspidal or a strip precell. If
A′ is a strip precell, then [h−1∞,∞] 6= B(A)∩ gB(A′). If A′ is a cuspidal
precell attached to the vertex w of K and k ∈ ΓrΓ∞ is the element assigned
to A′ by Prop. 6.2.24, then B(A) ∩ gB(A′) is either [v,∞] = g[w,∞] or
[v,∞] = g[w, k−1∞] or [v, h−1∞] = g[w,∞] or [v, h−1∞] = g[w, k−1∞]
or [h−1∞,∞] = g[k−1∞,∞]. If A′ is a non-cuspidal precell, then B(A) ∩
gB(A′) = [h−1∞,∞].

Proposition 6.4.17. Let A be a basal strip precell in H. Let A′ be a basal
precell in H and g ∈ Γ such that B(A) ∩ gB(A′) 6= ∅. Then the following
statements hold.

(i) Either B(A) = gB(A′), or B(A) ∩ gB(A′) is a common side of B(A) and
gB(A′).

(ii) If B(A) = gB(A′), then g = id and A = A′.

(iii) If B(A) 6= gB(A′), then A′ is a cuspidal or strip precell. If A′ is cuspidal
and k ∈ ΓrΓ∞ is the element assigned to A′ by Prop. 6.2.24, then we have
B(A) ∩ gB(A′) 6= g[k−1∞,∞].

Corollary 6.4.18. The family of Γ-translates of all cells provides a tesselation
of H. In particular, if B is a cell in H and S a side of B, then there exists a
pair (B′, g) ∈ B×Γ such that S = B∩ gB′. Moreover, (B′, g) can be chosen such
that g−1S is a vertical side of B′.

Proof. For each precell A in H we have A ⊆ B(A). Therefore, the covering
property of the family of all Γ-translates of the cells in H follows directly from
Cor. 6.2.28. The property (T2) is proven by Prop. 6.4.16, 6.4.15 and 6.4.17.

6.5. The base manifold of the cross sections

Let Γ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point and which satisfies (A2), and suppose that Rel 6= ∅. In this section we

define the set ĈS which will turn out, in Sec. 6.7.1, to be a cross section for
the geodesic flow on Y = Γ\H w. r. t. to certain measures µ, which will be

characterized in Sec. 6.7.1 (see Remark 6.5.5). Here we will already see that ĈS

satisfies (C2) by showing that pr(ĈS) is a totally geodesic suborbifold of Y of

codimension one and that ĈS is the set of unit tangent vectors based on pr(ĈS)
but not tangent to it. To achieve this, we start at the other end. We fix a basal
family A of precells in H and consider the family B of cells in H assigned to A.
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We define BS(B) to be the set of Γ-translates of the sides of these cells. Then
we show that the set BS := BS(B) is in fact independent of the choice of A. We
proceed to prove that BS is a totally geodesic submanifold of H of codimension
one and define CS to be the set of unit tangent vectors based on BS but not
tangent to it. Then ĈS := π(CS) is our (future) geometric cross section and

pr(ĈS) = B̂S := π(BS). This construction shows in particular that the set ĈS
does not depend on the choice of A. For future purposes we already define the
sets NC(B) and bd(B) and show that also these are independent of the choice
of A.

Definition 6.5.1. Let A be a basal family of precells in H and let B be the
family of cells in H assigned to A. For B ∈ B let Sides(B) be the set of sides of
B. Then set

Sides(B) :=
⋃

B∈B

Sides(B)

and define

BS(B) :=
⋃

Γ · Sides(B) =
⋃

{gS | g ∈ Γ, S ∈ Sides(B)}.

For B ∈ B define bd(B) := ∂gB and let NC(B) be the set of geodesics on Y
which have a representative on H both endpoints of which are contained in
bd(B). Further set

bd(B) :=
⋃

g∈Γ

⋃

B∈B

g · bd(B)

and

NC(B) :=
⋃

B∈B

NC(B).

Proposition 6.5.2. Let A and A′ be two basal families of precells in H and
suppose that B resp. B′ are the families of corresponding cells in H assigned to
A resp. A′. There exists a unique map A → Z, A 7→ m(A) such that

{
A → {precells in H}
A 7→ t

m(A)
λ A

is a bijection from A to A′. Then

{
B → B′

B(A) 7→ t
m(A)
λ B(A)

is a bijection as well. Further we have that BS(B) = BS(B′), NC(B) = NC(B′)
and bd(B) = bd(B′).

Proof. Cor. 6.2.23 shows that for each precell A ∈ A there exists a unique pair

(A′,−m(A)) ∈ A′×Z such that t
m(A)
λ A = A′. Conversely, again by Cor. 6.2.23,
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for each A′ ∈ A′ there exists a unique pair (A, s) ∈ A × Z such that tsλA = A′.
Hence, the map

ψ :

{
A → {precells in H}
A 7→ t

m(A)
λ A

maps into A′ and is surjective. Since A and A′ have the same finite cardinality
(see Theorem 6.2.20), the map ψ is a bijection.

We will now show that t
m(A)
λ B(A) = B

(
t
m(A)
λ A

)
for each A ∈ A. From this it

follows that the map

χ :

{
B → {U | U ⊆ H}

B(A) 7→ t
m(A)
λ B(A)

maps into B′. Since ψ is a bijection and the maps A → B, A 7→ B(A) and
A′ → B′, A′ 7→ B(A′) are bijections (see Cor. 6.4.14), χ is a bijection as well.
Recall that for A ∈ A, the A-cell B(A) is constructed w. r. t. A and the A′-cell

B
(
t
m(A)
λ A

)
is constructed w. r. t. A′.

Let A ∈ A. Suppose that A is a strip precell. Then t
m(A)
λ A is a strip precell in

H (see Cor. 6.2.23). It follows that

B
(
t
m(A)
λ A

)
= t

m(A)
λ A = t

m(A)
λ B(A).

Suppose that A is a cuspidal precell. Let b be the non-vertical side of A and
g ∈ ΓrΓ∞ the element that is assigned to A by Prop. 6.2.24 w. r. t. A. Let A1 ∈ A
be the (cuspidal) precell in H with non-vertical side gb. Set A′ := t

m(A)
λ A and

A′
1 := t

m(A1)
λ A1. By Cor. 6.2.23, A′ and A′

1 are cuspidal precells. The non-

vertical side of A′ is t
m(A)
λ b and that of A′

1 is t
m(A1)
λ gb. Hence the element

h := t
m(A1)
λ gt

−m(A)
λ maps the non-vertical side of A′ to that of A′

1. Moreover,
by Lemmas 6.1.2 and 6.1.3,

I(h) = I
(
t
m(A1)
λ gt

−m(A)
λ

)
= I(g) +m(A)λ.

Since b ⊆ I(g) by the choice of g, we have t
m(A)
λ b ⊆ I(h), which shows that h is

the element assigned to A′ by Prop. 6.2.24 w. r. t. A′. Then

B
(
t
m(A)
λ A

)
= B(A′) = A′ ∪ h−1A′

1

= t
m(A)
λ A∪ tm(A)

λ g−1t
−m(A1)
λ t

m(A1)
λ A1

= t
m(A)
λ

(
A ∪ g−1A1

)

= t
m(A)
λ B(A).

Suppose that A is a non-cuspidal precell. Let a1 be one of the elements in ΓrΓ∞
assigned to A by Prop. 6.2.24 w. r. t. A and let

(
(Aj , aj)

)
j=1,...,k

be the cycle in

A× Γ determined by (A, a1). For j = 1, . . . , k set A′
j := t

m(Aj )
λ Aj, let bj denote

the non-vertical side of Aj for which bj ⊆ I(aj). Recall that for j = 1, . . . , k−1,
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the geodesic segment ajbj is the non-vertical side of Aj+1 which is different
from bj+1, and that akbk is the non-vertical side of A1 which is not b1. For

j = 1, . . . , k− 1 set cj := t
m(Aj+1)
λ ajt

−m(Aj)
λ and ck := t

m(A1)
λ akt

−m(Ak)
λ . Then cj

maps the non-vertical side t
m(Aj)
λ bj of A′

j to the non-vertical side t
m(Aj+1)
λ ajbj

of A′
j+1 for j = 1, . . . , k − 1, and ck maps the non-vertical side t

m(Ak)
λ bk of A′

k

to the non-vertical side t
m(A1)
λ akbk of A′

1. As before, for j = 1, . . . , k, we have

I(cj) = I(aj)+m(Aj)λ and t
m(Aj)
λ bj ⊆ I(cj). This implies that c1 is an element

assigned A′
1 by Prop. 6.2.24 w. r. t. A′ and that {cj , c−1

j−1} = {k1(A′
j), k2(A′

j)}
for j = 2, . . . , k. We will show that

(
(A′

j, cj)
)
j=1,...,k

is the cycle in A′ × Γ

determined by (A′
1, c1). For j = 1, . . . , k set d1 := id, dj+1 := ajdj , e1 := id and

ej+1 := cjej . Then

ej+1 = t
m(Aj+1)
λ dj+1t

−m(A1)
λ

for j = 1, . . . , k − 1 and ek+1 = t
m(A1)
λ dk+1t

−m(A1)
λ = id. Assume for contradic-

tion that ej+1 = id for some j ∈ {1, . . . , k − 1}. Then dj+1 = t
m(A1)−m(Aj+1)
λ is

an element in Γ∞. Prop. 6.4.4(iv) states that d−1
j+1∞ 6= ∞, hence dj+1 /∈ Γ∞.

This shows that ej+1 6= id for j = 1, . . . , k− 1 and hence
(
(A′

j , cj)
)
j=1,...,k

is the

cycle in A′ × Γ determined by (A′
1, c1). Therefore

B
(
t
m(A)
λ A

)
= B(A′

1) =
k⋃

j=1

e−1
j A′

j

=
k⋃

j=1

t
m(A1)
λ d−1

j t
−m(Aj )
λ t

m(Aj)
λ Aj

= t
m(A1)
λ

k⋃

j=1

d−1
j Aj

= t
m(A)
λ B(A).

This shows that χ is a bijection.

Let A ∈ A. Then the sides of B(A) are the t
−m(A)
λ -translates of the sides

of B
(
t
m(A)
λ A

)
and bd(A) = t

−m(A)
λ bd

(
t
m(A)
λ A

)
. This shows that BS(B) =

BS(B′) and bd(B) = bd(B′). Now let γ̂ be a geodesic on Y which belongs to
NC

(
B(A)

)
. This means that γ̂ has a representative, say γ, on H such that

γ(±∞) ∈ bd
(
B(A)

)
. Then t

m(A)
λ γ is also a representative of γ̂ on H and

t
m(A)
λ γ(±∞) ∈ t

m(A)
λ bd

(
B(A)

)
= bd

(
t
m(A)
λ B(A)

)
= bd

(
B
(
t
m(A)
λ A

))
.

Hence γ̂ ∈ NC
(
B
(
t
m(A)
λ A

))
. Therefore NC(B) ⊆ NC(B′) and by interchanging

the roles of A and A′ we find NC(B) = NC(B′).

We set

BS := BS(B), bd := bd(B) and NC := NC(B)
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for the family B of cells in H assigned to an arbitrary family A of precells in H.
Prop. 6.5.2 shows that BS, bd and NC are well-defined.

Proposition 6.5.3. The set BS is a totally geodesic submanifold of H of codi-
mension one.

Proof. Let A be a basal family of precells in H. Let B be the family of cells in
H assigned to A. Let B ∈ B. Prop. 6.4.11(i) resp. 6.4.12(i) resp. Remark 6.2.10
shows that the set of sides of B is a finite disjoint union of complete geodesic
segments. Since B is finite and Γ is countable (see [Rat06, Cor. 3 of Thm. 5.3.2]),
BS is a countable union of complete geodesic segments. Cor. 6.4.18 states that
the family of Γ-translates of all cells is a tesselation of H. Therefore, BS is
a disjoint countable union of complete geodesic segments. Hence, if BS is a
submanifold ofH of codimension one, then it is totally geodesic. Now let z ∈ BS.
Suppose that z ∈ gS for some g ∈ Γ and S ∈ Sides(B). By the tesselation
property there exist (B1, g1), (B2, g2) ∈ B × Γ such that S is a side of g1B1 and
g2B2 and g1B1 6= g2B2. Since each cell is a convex polyhedron with non-empty
interior, we find ε > 0 such that Bε(g

−1z) ∩ gjBj ⊆ gjB◦
j ∪ S for j = 1, 2.

Hence Bε(g
−1z) ∩ BS is an open subset of S. Since S is a submanifold of H of

codimension one, so is BS. This completes the proof.

Let CS denote the set of unit tangent vectors in SH that are based on BS
but not tangent to BS. Recall that Y denotes the orbifold Γ\H and recall the

canonical projections π : H → Y , π : SH → SY from Sec. 4. Set B̂S := π(BS)

and ĈS := π(CS).

Proposition 6.5.4. The set B̂S is a totally geodesic suborbifold of Y of codi-
mension one, ĈS is the set of unit tangent vectors based on B̂S but not tangent
to B̂S and ĈS satisfies (C2).

Proof. Since BS is Γ-invariant by definition, we see that BS = π−1(B̂S). There-

fore, B̂S is a totally geodesic suborbifold of Y of codimension one. Moreover,
CS = π−1(ĈS) and hence ĈS is indeed the set of unit tangent vectors based on

B̂S but not tangent to B̂S. Finally, pr(ĈS) = B̂S. By Sec. 5 the set ĈS satisfies
(C2).

Remark 6.5.5. Let NIC be the set of geodesics on Y of which at least one
endpoint is contained in π(bd). Here, π : H

g → Γ\Hg
denotes the extension of

the canonical projection H → Y to H
g
. In Sec. 6.7.1 we will show that ĈS is a

cross section for the geodesic flow on Y w. r. t. any measure µ on the space of
geodesics on Y for which µ(NIC) = 0.

We end this section with a short explanation of the acronyms. Obviously, CS
stands for “cross section” and BS for “base of (cross) section”. Then bd is for
“boundary” in sense of geodesic boundary, and bd(B) is the geodesic boundary
of the cell B. Moreover, which will become more sense in Sec. 6.7.2 (see Re-
mark 6.7.34), NC stands for “not coded” and NC(B) for “not coded due to the
cell B”. Finally, NIC is for “not infinitely often coded”.
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6.6. Precells and cells in SH

Let Γ be a geometrically finite subgroup of PSL(2,R) which satisfies (A2). Sup-
pose that ∞ is a cuspidal point of Γ and that the set of relevant isometric
spheres is non-empty. In this section we define the precells and cells in SH
and study their properties. The purpose of precells and cells in SH is to get
very detailed information about the set ĈS from Sec. 6.5 and its relation to the
geodesic flow on Y , see Sec. 6.7.1. To each precell in H we assign a precell in
SH in an easy, geometric way. Then we fix a basal family A of precells in H and
a set of choices S, that is, a set of generators of equivalence classes of cycles in
A×Γ. Let Ã be the family of precells in SH that correspond to the elements in
A. In an effective “cut-and-paste” procedure we construct a finite family B̃S of
cells in SH assigned to A and S by partitioning the elements in Ã, translating
some subsets in these partitions by certain elements in Γ and afterwards reunion
them in a specific way. However, this procedure involves some choices, which
are unimportant for all further applications of B̃S.

The union of the elements in B̃S is a fundamental set for Γ in SH, and each cell
in SH is related to some cell in H in a specific way. We will see that the cycles
in A × Γ play a crucial rôle in the construction of cells in SH as well as in the
proofs of the relations between cells in SH and cells in H. We end this section
with the definition of the notion of a shift map for B̃S.

Definition 6.6.1. Let U be a subset of H and z ∈ U . A unit tangent vector v
at z is said to point into U if the geodesic γv determined by v runs into U , i. e., if
there exists ε > 0 such that γv((0, ε)) ⊆ U . The unit tangent vector v is said to
point along the boundary of U if there exists ε > 0 such that γv((0, ε)) ⊆ ∂U . It
is said to point out of U if it points into HrU .

Definition 6.6.2. Let A be a precell in H. Define Ã to be the set of unit
tangent vectors that are based on A and point into A◦. The set Ã is called the
precell in SH corresponding to A. If A is attached to the vertex v of K, we call
Ã a precell in SH attached to v.

Recall the projection pr: SH → H on base points.

Remark 6.6.3. Let A be a precell in H and Ã the corresponding precell in SH.
Since A is a convex polyhedron with non-empty interior (see Remark 6.2.10),
at each point x ∈ A there is based a unit tangent vector which points into A◦.
Hence pr(Ã) = A. From this it follows that if Ã is a precell in SH, then pr(Ã)
is the precell in H to which Ã corresponds. Thus, we have a canonical bijection
between precells in H and precells in SH.

Lemma 6.6.4. Let A1,A2 be two different precells in H. Then the precells Ã1

and Ã2 in SH are disjoint.

Proof. This is an immediate consequence of Prop. 6.2.15 and Def. 6.6.2.

Definition 6.6.5. Let A be a precell in H and Ã the corresponding precell in
SH. The set vb(Ã) of unit tangent vectors based on ∂A and pointing along ∂A
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is called the visual boundary of Ã. Further, vc(Ã) := Ã ∪ vb(Ã) is said to be
the visual closure of Ã.

Figure 6.14: The precell in SH and its visual boundary for a non-cuspidal precell
in H.

The next lemma is clear from the definitions.

Lemma 6.6.6. Let A be a precell in H and Ã be the corresponding precell in
SH. Then vc(Ã) is the disjoint union of Ã and vb(Ã).

The following lemma shows that the visual boundary and the visual closure of
a precell Ã in SH is a proper subset of the topological boundary resp. closure
of Â in SH.

Lemma 6.6.7. Let Ã be a precell in SH corresponding to the precell A in H.
The topological boundary ∂Ã is the set of unit tangent vectors based on ∂A.

Proof. The topology on SH implies that the projection pr: SH → H on base
points is continuous and open. The set pr−1(A◦) of all unit tangent vectors
based on A◦ is obviously open. Since A is convex, it is an (open) subset of
Ã. We claim that (Ã)◦ = pr−1(A◦). For contradiction assume that pr−1(A◦)
does not equal (Ã)◦, hence pr−1(A◦) $ (Ã)◦. Then (Ã)◦ contains unit tangent

vectors that are based on ∂A. But then pr((Ã)◦) is not open, in contradition to
pr being an open map. Hence pr−1(A◦) = (Ã)◦. An analogous argumentation
shows that pr−1(∁A) =

(
∁Ã
)◦

. Thus ∁ cl
(
Ã
)

= ∁pr−1(A), which shows that

∂Ã = cl
(
Ã
)
r
(
Ã
)◦

= pr−1(A)rpr−1(A◦) = pr−1(ArA◦) = pr−1(∂A)

is the set of unit tangent vectors based on ∂A.

Proposition 6.6.8. Let {Aj | j ∈ J} be a basal family of precells in H and

let {Ãj | j ∈ J} be the set of corresponding precells in SH. Then there is a

fundamental set F̃ for Γ in SH such that

⋃

j∈J
Ãj ⊆ F̃ ⊆

⋃

j∈J
vc
(
Ãj

)
. (6.7)

Moreover, pr(F̃) =
⋃
j∈J Aj. If F̃ is a fundamental set for Γ in SH such that

F̃ ⊆ ⋃j∈J vc(Ãj), then F̃ satisfies (6.7). Conversely, if {Ãj | j ∈ J} is a set,
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indexed by J , of precells in SH such that (6.7) holds for some fundamental set
F̃ for Γ in SH, then the family {pr(Ãj) | j ∈ J} is a basal family of precells in
H.

Proof. Let A := {Aj | j ∈ J} be a basal family of precells in H and suppose

that {Ãj | j ∈ J} is the set of corresponding precells in SH. Set P :=
⋃
j∈J A◦

j .
Recall from Theorem 6.2.20 that P is a fundamental region for Γ in H. Further
set V :=

⋃
j∈J Ãj and W :=

⋃
j∈J vc(Ãj).

At first we show that SH is covered by the Γ-translates of W . To that end
let v ∈ SH. Since P is a fundamental region for Γ in H, we find g ∈ Γ
such that g pr(v) ∈ P =

⋃
j∈J Aj. W.l.o.g. we may and shall assume that

g = id. Pick a basal precell A in H such that pr(v) ∈ A. Since A is a convex
polyhedron, v either points into A◦ or along ∂A or out of A. In the first two
cases, v ∈ vc(Ã) ⊆W . In the latter case, since the Γ-translates of the elements
in A provide a tesselation of H (see Cor. 6.2.28), there is some h ∈ Γ and
some basal precell A1 in H such that hv points into hA◦

1 or along h∂A1. Then

h−1v ∈ vc(Ã1) ⊆W . This shows that Γ ·W = SH.

Now we show that each nontrivial Γ-translate of V is disjoint from V . To that
end consider any g ∈ Γr{id} and v ∈ V . For contradiction assume that gv ∈ V .
Let γ be the geodesic determined by v. Then gγ is the geodesic determined by
gv. By definition, there are some ε > 0 and basal precells A1,A2 in H such
that γ((0, ε)) ⊆ A◦

1 and gγ((0, ε)) ⊆ A◦
2. Hence, γ(ε/2) ∈ A◦

1 and gγ(ε/2) ∈ A◦
2,

which is a contradiction to P being a fundamental region for Γ in H. Thus,
gV ∩ V = ∅.
This shows that there is a fundamental set F̃ for Γ in SH such that V ⊆ F̃ ⊆W .
From

⋃

j∈J
Aj =

⋃

j∈J
pr
(
Ãj

)
= pr(V ) ⊆ pr

(
F̃
)
⊆ pr(W ) =

⋃

j∈J
pr
(
vc
(
Ãj

))
=
⋃

j∈J
Aj

it follows that pr(F̃) =
⋃
j∈J Aj.

Now let F̃ be a fundamental set for Γ in SH such that F̃ ⊆ ⋃
j∈J vc(Ãj). To

prove that F̃ satisfies (6.7), it suffices to show that for each j ∈ J no unit

tangent vector in vb(Ãj) is Γ-equivalent to some element in V . Let v ∈ vb(Ãj)

and assume for contradiction that there exists (g, k) ∈ Γ×J such that gv ∈ Ãk.
Let η be the geodesic determined by v. Then gη is the geodesic determined by
gv. By definition we find ε > 0 such that η((0, ε)) ⊆ ∂Aj and gη((0, ε)) ⊆ A◦

k.
Then η(ε/2) ∈ ∂Aj ∩ g−1A◦

k, which contradicts to Cor. 6.2.28. This shows that

V ⊆ F̃ .

Finally, let {Ãj | j ∈ J} be a set, indexed by J , of precells in SH and F̃ a
fundamental set for Γ in SH such that

⋃

j∈J
Ãj ⊆ F̃ ⊆

⋃

j∈J
vc
(
Ãj

)
.
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6. Cusp expansion

Recall from Remark 6.6.3 that Aj := pr(Ãj) is the precell in H to which Ãj

corresponds. Set F :=
⋃
j∈J Aj and let z ∈ H. Pick any v ∈ SH such that

pr(v) = z. Then there exists g ∈ Γ such that gv ∈ F̃ . Now

F =
⋃

j∈J
Aj = pr

( ⋃

j∈J
Ãj

)
⊆ pr

(
F̃
)
⊆ pr

( ⋃

j∈J
vc
(
Ãj

))
=
⋃

j∈J
Aj = F ,

hence pr(F̃) = F . This implies that gz = pr(gv) ∈ F . Therefore, Γ · F = H.
Moreover, since F̃ is a fundamental set, Lemma 6.6.4 implies that Aj 6= Ak for
j, k ∈ J , j 6= k. Thus, the union

⋃
j∈J Aj is essentially disjoint. Finally, let

z ∈ F◦ and g ∈ Γ. Suppose that gz ∈ F◦. We will show that g = id. Pick
j ∈ J such that z ∈ Aj. Fix an open neighborhood U of z such that U ⊆ F◦

and gU ⊆ F◦. Since Aj is a non-empty convex polyhedron, U ∩A◦
j 6= ∅. Choose

w ∈ U ∩A◦
j and pick k ∈ J such that gw ∈ Ak. Then A◦

j ∩g−1Ak 6= ∅, which, by

Prop. 6.2.26, means that Aj = g−1Ak. In turn, Ãj = g−1Ãk. Since Ãj, Ãk ⊆ F̃
and F̃ is a fundamental region for Γ in SH, it follows that g = id. Therefore F
is a closed fundamental region for Γ in H, which means that {Aj | j ∈ J} is a
basal family of precells in H.

Remark 6.6.9. Recall from Theorem 6.2.20 that each basal family of precells in
H contains the same finite number of precells, say m. Prop. 6.6.8 shows that if
{Ãk | k ∈ K} is a set of precells in SH, indexed by K, such that (6.7) holds for
some fundamental set F̃ for Γ in SH, then #K = m.

Definition 6.6.10. Let A := {Aj | j ∈ J} be a basal family of precells in H.

Then the set Ã := {Ãj | j ∈ J} of corresponding precells in SH is called a basal
family of precells in SH or a family of basal precells in SH. If A is a connected
family of basal precells in H, then Ã is said to be a connected family of basal
precells in SH or a connected basal family of precells in SH.

Let A := {Aj | j ∈ J} be a basal family of precells inH and let Ã := {Ãj | j ∈ J}
be the corresponding basal family of precells in SH.

Definition and Remark 6.6.11. We call two cycles c1, c2 in A×Γ equivalent if
there exists a basal precell A ∈ A and elements g1, g2 ∈ ΓrΓ∞ such that (A, g1)
is an element of c1 and (A, g2) is an element of c2. Obviously, equivalence of
cycles is an equivalence relation (on the set of all cycles). If [c] is an equivalence
class of cycles in A×Γ, then each element (A, hA) ∈ A×Γ in any representative
c of [c] is called a generator of [c].

Lemma 6.6.12. Let A be a non-cuspidal basal precell in H and suppose that
hA is an element in ΓrΓ∞ assigned to A by Prop. 6.2.24. Let

(
(Aj , hj)

)
j=1,...,k

be the cycle in A×Γ determined by (A, hA). If A = Al for some l ∈ {2, . . . , k},
then hl = hA. Moreover, if

q := min
{
l ∈ {1, . . . , k − 1}

∣∣ Al+1 = A
}

exists, then q does not depend on the choice of hA, k is a multiple of q, and
(Al+q, hl+q) = (Al, hl) for l ∈ {1, . . . , k − q}.
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6.6. Precells and cells in SH

Proof. We start by showing that A1 = A2 implies h1 = h2. If A1 = A2, then
Constr. 6.4.2 and Prop. 6.4.4(iii) yield that

{
h2, h

−1
1

}
=
{
k1(A2), k2(A2)

}
=
{
k1(A1), k2(A1)

}
=
{
h1, h

−1
k

}
.

Assume for contradiction that h2 = h−1
k . Then h−1

1 = h1. Let v be the vertex of
K to which A is attached and let s denote the summit of I(h1). It follows that

[v, s] = I(h1) ∩ A1 = I(h−1
1 ) ∩A2 = h1[v, s].

Thus h1s = s and h1v = v. But then h1 fixes two points in H, which shows
that h1 = id. This is a contradiction to h1 ∈ ΓrΓ∞. Hence h2 = h1. From
Prop. 6.4.7 now follows that Al = Al+1 implies hl = hl+1 and hl 6= h−1

l for
l ∈ {1, . . . , k − 1} and also that Ak = A1 implies hk = h1.

Suppose now that there is l ∈ {2, . . . , k} such that A = Al. If l = k, then our
previous considerations show that hA = h1 = hk. Suppose that l < k. Then

{
hl, h

−1
l−1

}
=
{
k1(Al), k2(Al)

}
=
{
k1(A), k2(A)

}
=
{
h1, h

−1
k

}
.

Assume for contradiction that hl = h−1
k . Then (Al, hl) = (A, h−1

k ). Prop. 6.4.4(iii)
implies that (

Al+q, hl+q
)

=
(
Ak−(q−1), h

−1
k−q
)

for all 1 ≤ q ≤ k − l. If l = k − 2p for some p ∈ N, then

(
Al+p, hl+p

)
=
(
Al+p+1, h

−1
l+p

)
.

Hence Al+p = Al+p+1 and hl+p = h−1
l+p, which is a contradiction according to

our previous considerations. Hence hl = h1. If l = k − 2p − 1 for some p ∈ N0,
then (

Al+p+1, hl+p+1

)
=
(
Al+p+1, h

−1
l+p

)
.

Hence h−1
l+p = hl+p+1. This contradicts to

#
{
h−1
l+p, hl+p+1

}
= #

{
k1(Al+p+1), k2(Al+p+1)

}
= 2.

Thus, hl = h1. This proves the first statement of the lemma.

Now suppose that

q := min
{
l ∈ {1, . . . , k − 1}

∣∣ Al+1 = A
}

exists. Since (Al+1, hl+1) is determined by (Al, hl), it follows that (Al+q, hl+q) =
(Al, hl) for l ∈ {1, . . . , k − q}. Moreover,

{
h1, h

−1
k

}
=
{
k1(A1), k2(A1)

}
=
{
k1(Aq+1), k2(Aq+1)

}
=
{
h1, h

−1
q

}
.

Therefore hk = hq and in turn Ak = Aq. Thus k is a multiple of q. The indepen-
dence of q from the choice of hA is an immediate consequence of Prop. 6.4.4(iii).
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6. Cusp expansion

Definition 6.6.13. Let A be a non-cuspidal basal precell in H and let hA be an
element in ΓrΓ∞ assigned to A by Prop. 6.2.24. Suppose that

(
(Aj , hj)

)
j=1,...,k

is the cycle in A × Γ determined by (A, hA). We set

cyl(A) := min
({
l ∈ {1, . . . , k − 1}

∣∣ Al+1 = A
}
∪ {k}

)
.

Lemma 6.6.12 shows that cyl(A) is well-defined. Moreover, it implies that cyl(A)
does not depend on the choice of the generator (A, hA) of an equivalence class
of cycles. For a cuspidal basal precell A in H we set

cyl(A) := 3,

and for a basal strip precell A in H we define

cyl(A) := 2.

Example 6.6.14. Recall Example 6.4.6. For the Hecke triangle group Gn and
its basal precell A in H we have A = A2 and hence cyl(A) = 1. In contrast, the
basal precell A(v1) in H of the congruence group PΓ0(5) appears only once in
the cycle in A × PΓ0(5) and therefore cyl

(
A(v1)

)
= 3.

Construction and Definition 6.6.15. Set F :=
⋃
j∈J Aj . Pick a fundamental

set F̃ for Γ in SH such that
⋃

j∈J
Ãj ⊆ F̃ ⊆

⋃

j∈J
vc
(
Ãj

)
,

which is possible by Prop. 6.6.8. For each basal precell A ∈ A and each z ∈ F
let Ẽz(A) denote the set of unit tangent vectors in F̃ ∩ vc(Ã) based at z. Fix
any enumeration of the index set J of A, say J = {j1, . . . , jk}. For z ∈ F and
l ∈ {1, . . . , k} set

F̃z
(
Aj1

)
:= Ẽz

(
Aj1

)
and F̃z

(
Ajl

)
:= Ẽz

(
Ajl

)
r

l−1⋃

m=1

Ẽz
(
Ajm

)
.

Further set
F̃(A) :=

⋃

z∈A
F̃z(A)

for A ∈ A. Recall from Prop. 6.6.8 that pr(F̃) = F . Thus,

⋃

z∈F

⋃

A∈A

F̃z(A) = F̃ , (6.8)

and the union is disjoint. For each equivalence class of cycles in A × Γ fix a
generator and let S denote the set of chosen generators. Let (A, hA) ∈ S.

Suppose that A is a non-cuspidal precell in H and let v be the vertex of K to
which A is attached. Let

(
(Aj , hj)

)
j=1,...,k

be the cycle in A × Γ determined by

(A, hA). For j = 1, . . . , k set g1 := id and gj+1 := hjgj , and let sj be the summit
of I(hj). Further, for convenience, set h0 := hk and s0 := sk. In the following we
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6.6. Precells and cells in SH

partition certain F̃(Aj) into k subsets. More precisely, we partition each element

of the set {F̃(Aj) | j = 1, . . . , k} into k subsets. Let j ∈ {1, . . . , cyl(A)}.
For each z ∈ A◦

j ∪ (hj−1sj−1, gjv]∪ [gjv, sj) we pick any partition of F̃z(Aj) into

k non-empty disjoint subsets W
(1)
j,z , . . . ,W

(k)
j,z .

For z ∈ [sj,∞) we set W
(1)
j,z := F̃z(Aj) and W

(2)
j,z = . . . = W

(k)
j,z := ∅.

For z ∈ [hj−1sj−1,∞) we set W
(1)
j,z := ∅, W (2)

j,z := F̃z(Aj) and W
(3)
j,z = . . . =

W
(k)
j,z := ∅.

For m ∈ {1, . . . , k} and j ∈ {1, . . . , cyl(A)} we set

Ãj,m :=
⋃

z∈Aj

W
(m)
j,z

and

B̃j(A, hA) :=

k⋃

l=1

gjg
−1
l Ãl,l−j+1

where the first part (l) of the subscript of Ãl,l−j+1 is calculated modulo cyl(A)
and the second part (l − j + 1) is calculated modulo k.

Suppose that A is a cuspidal precell in H. Let
(
(A1, h1), (A2, h2)

)
be the cycle

in A × Γ determined by (A, hA). Set g := h1 = hA, g1 := id and g2 := h1 = g.
Suppose that v is the vertex of K to which A is attached, and let s be the summit
of I(g). Let j ∈ {1, 2}. We partition F̃(Aj) into three subsets as follows.

For z ∈ A◦
j ∪ (gjv, gjs) we pick any partition of F̃z(Aj) into three non-empty

disjoint subsets W
(1)
j,z , W

(2)
j,z and W

(3)
j,z .

For z ∈ (gjv,∞) we set W
(1)
j,z := F̃z(Aj) and W

(2)
j,z = W

(3)
j,z := ∅.

For z ∈ [gjs,∞) we set W
(1)
j,z = W

(2)
j,z := ∅ and W

(3)
j,z := F̃z(Aj).

For m ∈ {1, 2, 3} and j ∈ {1, 2} we set

Ãj,m :=
⋃

z∈Aj

W
(m)
j,z .

Then we define

B̃1(A, hA) := Ã1,1 ∪ g−1Ã2,2,

B̃2(A, hA) := gÃ1,2 ∪ Ã2,1,

B̃3(A, hA) := Ã1,3 ∪ g−1Ã2,3.

Suppose that A is a strip precell in H. Let v1, v2 be the two (infinite) vertices
of K to which A is attached and suppose that v1 < v2. We partition F̃(A) into
two subsets as follows.

For z ∈ A◦ we pick any partition of F̃z(A) into two non-empty disjoint subsets

W
(1)
z and W

(2)
z .
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6. Cusp expansion

For z ∈ (v1,∞) we set W
(1)
z := F̃z(A) and W

(2)
z := ∅. For z ∈ (v2,∞) we set

W
(1)
z := ∅ and W

(2)
z := F̃z(A).

For m ∈ {1, 2} we define

B̃1(A, hA) :=
⋃

z∈A
W (1)
z and B̃2(A, hA) :=

⋃

z∈A
W (2)
z .

The set S (“selection”) is called a set of choices associated to A. The family

B̃S :=
{
B̃j(A, hA)

∣∣∣ (A, hA) ∈ S, j = 1, . . . , cyl(A)
}

is called the family of cells in SH associated to A and S. The elements in this
family are subject to the choice of the fundamental set F̃ , the enumeration of
J and some choices for partitions in unit tangent bundle. However, all further
applications of B̃S are invariant under these choices. This justifies to call B̃S the
family of cells in SH associated to A and S. Each element in B̃S is called a cell
in SH.

Example 6.6.16. For the Hecke triangle group G5 from Example 6.4.6 we
choose S = {(A, U5)}. Here we have k = 5 and cyl(A) = 1. The first figure in
Fig. 6.15 indicates a possible partition of F̃(A) into the sets Ã1,1, Ã1,2, . . . , Ã1,5.

F̃(A) B̃1(A, U5)

Figure 6.15: A partition of F̃(A) and the cell B̃1(A, U5) in SH.

The unit tangent vectors in red belong to Ã1,1, those in dark blue to Ã1,2, those

in green to Ã1,3, those in violet to Ã1,4, and those in light blue to Ã1,4. The

second figure in Fig. 6.15 shows the cell B̃1(A, U5) in SH.

Example 6.6.17. For the group Γ from Example 6.1.21 we choose as set of
choices S = {(A1, id), (A2, S)} (cf. Example 6.4.6). The cells in SH which arise
from (A1, id) are shown in Fig. 6.16. The cells in SH arising from (A2, S) are
indicated in Fig. 6.17.
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6.6. Precells and cells in SH

v1 v2

B̃1(A1, id)

v1 v2

B̃2(A1, id)

Figure 6.16: The cells in SH arising from (A1, id).

v2 0

B̃1(A2, S)

v30

B̃2(A2, S)

v2 0

B̃3(A2, S)

Figure 6.17: The cells in SH arising from (A1, id).

Let S be a set of choices associated to A.

Proposition 6.6.18. The union
⋃

eB∈eBS
B̃ is disjoint and a fundamental set for

Γ in SH.

Proof. Constr. 6.6.15 picks a fundamental set F̃ for Γ in SH and chooses a
family P := {F̃z(A) | z ∈ F , A ∈ A} of subsets of it. Since the union in (6.8)
is disjoint, P is a partition of F̃ . Recall the notation from Constr. 6.6.15. One
considers the family

P1 :=
{
F̃z(Aj)

∣∣∣ z ∈ F , (A, hA) ∈ S, j = 1, . . . , cyl(A)
}
.

The elements of P1 are pairwise disjoint and each element of P is contained in
P1. Hence, P1 is a partition of F̃ . The next step is to partition each element of
P1 into a finite number of subsets. Thus, F̃ is partitioned into some family P2 of
subsets of F̃ . Then each element W of P2 is translated by some element g(W )
in Γ to get the family P3 := {g(W )W |W ∈ P2}. Since F̃ is a fundamental set
for Γ in SH, the elements of P3 are pairwise disjoint and

⋃P3 is a fundamental
set for Γ in SH. Now P3 is partitioned into certain subsets, say into the subsets
Ql, l ∈ L. Each cell B̃ in SH is the union of the elements in some Q

l( eB)
such

that l(B̃1) 6= l(B̃2) if B̃1 6= B̃2. Therefore, the union
⋃{B̃

∣∣ B̃ ∈ B̃S

}
is disjoint

and a fundamental set for Γ in SH.
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6. Cusp expansion

For each B̃ ∈ B̃S set b(B̃) := pr(B̃) ∩ ∂ pr(B̃) and let CS′(B̃) be the set of unit
tangent vectors in B̃ that are based on b(B̃) but do not point along ∂ pr(B̃).

Example 6.6.19. Recall the congruence subgroup PΓ0(5) and its cycles in
A×PΓ0(5) from Example 6.4.6. We choose S :=

{(
A(v4), h

−1
)
,
(
A(v1), h1

)}
as

set of choices associated to A and set

B̃1 := B̃1

(
A(v4), h

−1
)
, B̃4 := B̃1

(
A(v1), h1

)
,

B̃2 := B̃2

(
A(v4), h

−1
)
, B̃5 := B̃2

(
A(v1), h1

)
,

B̃3 := B̃3

(
A(v4), h

−1
)
, B̃6 := B̃3

(
A(v1), h1

)
,

as well as
CS′

j := CS′(B̃j
)

for j = 1, . . . , 6. Fig. 6.18 shows the sets CS′
j .

CS′

2
CS′

4
CS′

6
CS′

5
CS′

3
CS′

1

0 1

5

2

5

3

5

4

5
1

Figure 6.18: The sets CS′
j .

Lemma 6.6.20. Let A1,A2 be two basal precells in H and let g ∈ Γ such that
g · vc(Ã1) ∩ vc(Ã2) 6= ∅. Suppose that A1 6= A2 or g 6= id. Then

g · vc
(
Ã1

)
∩ vc

(
Ã2

)
⊆ g · vb

(
Ã1

)
∩ vb

(
Ã2

)
.

Moreover, suppose that A1 is cuspidal or non-cuspidal and that there is a unit
tangent vector w ∈ vc(Ã1) pointing into a non-vertical side S1 of A1 such that

gw ∈ vc(Ã2). Then gw points into a non-vertical side S2 of A2 and gS1 = S2.

Proof. We have pr(g ·vc(Ã1)) = g pr(vc(Ã1)) = gA1 and pr(g ·vb(Ã1)) = g∂A1,

and likewise for pr(vc(Ã2)) = A2 and pr(vb(Ã2)) = ∂A2. From g · vc(Ã1) ∩
vc(Ã2) 6= ∅ then follows that gA1 ∩ A2 6= ∅. By Prop. 6.2.26, either gA1 =
A2 and g ∈ Γ∞ or gA1 ∩ A2 ⊆ g∂A1 ∩ ∂A2. Assume for contradiction that
gA1 = A2 with g ∈ Γ∞. Since A1 and A2 are basal, Cor. 6.2.23 shows that
g = id and A1 = A2. This contradicts the hypotheses of the lemma. Hence
gA1 ∩A2 ⊆ g∂A1 ∩∂A2 and therefore g ·vc(Ã1)∩vc(Ã2) ⊆ g ·vb(Ã1)∩vb(Ã2).

Let A1 and w be as in the claim. Further let γ be the geodesic determined by
w. Then gγ is the geodesic determined by gw. By definition there exists ε > 0
such that γ((0, ε)) ⊆ S1 and gγ((0, ε)) ⊆ A2. Then

γ
(
(0, ε)

)
⊆ S1 ∩ g−1 ⊆ A1 ∩ g−1A2.
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6.6. Precells and cells in SH

Since the sets A1 and g−1A2 intersect in more than one point and A1 6= g−1A2,
Prop. 6.2.26 states that A1 ∩ g−1A2 is a common side of A1 and g−1A2. Neces-
sarily, this side is S1. Prop. 6.2.26 shows further that gS1 is a non-vertical side
of A2. Thus, gw points along the non-vertical side gS1 of A2.

Proposition 6.6.21. Let (A, hA) ∈ S and suppose that A is a non-cuspidal
precell in H. Let

(
(Aj, hj)

)
j=1,...,k

be the cycle in A×Γ determined by (A, hA).

For each m = 1, . . . , cyl(A) we have b(B̃m(A, hA)) = (h−1
m ∞,∞) and

pr
(
B̃m(A, hA)

)
= B(Am)◦ ∪ (h−1

m ∞,∞).

Moreover, CS′(B̃m(A, hA)) is the set of unit tangent vectors based on (h−1
m ∞,∞)

that point into B(Am)◦, and pr(CS′(B̃m(A, hA))) = b(B̃m(A, hA)).

Proof. We use the notation from Constr. 6.6.15. Let j ∈ {1, . . . , cyl(A)} and
z ∈ Aj. At first we show that F̃z(Aj) 6= ∅. For each choice of F̃ we have

Ãj ⊆ F̃∩vc(Ãj). Remark 6.6.3 states that pr(Ãj) = Aj. Hence Ẽz(Aj)∩Ãj 6= ∅.
More precisely, if

(
Ãj

)
z

denotes the set of unit tangent vectors based on z that

point into A◦
j , then

(
Ãj

)
z

= Ẽz(Aj) ∩ Ãj . The set
(
Ãj

)
z

is non-empty, since
Aj is convex with non-empty interior. Let k ∈ J such that Ak 6= Aj . Then

Ẽz(Ak) ∩ Ẽz(Aj) ⊆ vc
(
Ãk

)
∩ vc

(
Ãj

)
⊆ vb

(
Ãk

)
∩ vb

(
Ãj

)
,

where the last inclusion follows from Lemma 6.6.20. Since Ãj ∩ vb(Ãj) = ∅ by
Lemma 6.6.6, it follows that

(
Ãj

)
∩ Ẽz(Ak) = Ãj ∩ Ẽz(Aj) ∩ Ẽz(Ak) ⊆ Ãj ∩ vb

(
Ãj

)
= ∅.

Hence (
Ãj

)
z
⊆ F̃z(Aj). (6.9)

Let j ∈ {1, . . . , cyl(A)} set B̃j := B̃j(A, hA) and

Tj := A◦
j ∪ (hj−1sj−1, gjv] ∪ [gjv, sj).

Let m ∈ {1, . . . , k}. Then

pr
(
Ãj,m

)
=
⋃

z∈Aj

pr
(
W

(m)
j,z

)

=
⋃

z∈Tj

pr
(
W

(m)
j,z

)
∪

⋃

z∈[sj,∞)

pr
(
W

(m)
j,z

)
∪

⋃

z∈[hj−1sj−1,∞)

pr
(
W

(m)
j,z

)

=





Tj for m /∈ {1, 2},
Tj ∪ [sj ,∞) for m = 1,

Tj ∪ [hj−1sj−1,∞) for m = 2.
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6. Cusp expansion

Note that necessarily k ≥ 3. Then

B̃j =
k⋃

l=1

gjg
−1
l Ãl,l−j+1

=

j−1⋃

l=1

gjg
−1
l Ãl,l−j+1 ∪ gjg−1

j Ãj,1 ∪ gjg−1
j+1Ãj+1,2 ∪

k⋃

l=j+2

gjg
−1
l Ãl,l−j+1.

Since l− j+1 6≡ 1, 2 mod k for l ∈ {1, . . . , j−1}∪{j+2, . . . , k}, it follows that

pr
(
B̃j
)

=

j−1⋃

l=1

gjg
−1
l pr

(
Ãl,l−j+1

)
∪ pr

(
Ãj,1

)
∪ h−1

j pr
(
Ãj+1,2

)
∪

k⋃

l=j+2

gjg
−1
l pr

(
Ãl,l−j+1

)

=

j−1⋃

l=1

gjg
−1
l Tl ∪ Tj ∪ [sj,∞) ∪ h−1

j Tj+1 ∪ h−1
j [hjsj,∞) ∪

k⋃

l=j+2

gjg
−1
l Tl

=

k⋃

l=1

gjg
−1
l Tl ∪ (h−1

j ∞,∞).

For the last equality we use that pr∞(sj) = h−1
j ∞ by Lemma 6.2.8. Hence sj is

contained in the geodesic segment pr−1
∞ (h−1

j ∞)∩H = (h−1
j ∞,∞), which shows

that the union of the two geodesic segments [sj,∞) and [sj , h
−1
j ∞) is indeed

(h−1
j ∞,∞). Prop. 6.4.11 implies that

pr
(
B̃j
)

= B(Aj)
◦ ∪ (h−1

j ∞,∞).

This shows that b(B̃j) = (h−1
j ∞,∞). The set of unit tangent vectors in B̃j that

are based on b(B̃j) is the disjoint union

D′
j :=

⋃

z∈[sj ,∞)

W
(1)
j,z ∪ h−1

j

⋃

z∈[hjsj ,∞)

W
(2)
j+1,z

=
⋃

z∈[sj,∞)

F̃z(Aj) ∪ h−1
j

⋃

z∈[hjsj ,∞)

F̃z(Aj+1).

To show that CS′(B̃j) is the set of unit tangent vectors based on b(B̃j) that point
into B(Aj)

◦ we have to show that D′
j contains all unit tangent vectors based

on [sj ,∞) that point into A◦
j and all unit tangent vectors based on (h−1

j ∞, sj]

that point into h−1
j A◦

j+1 and the unit tangent vector which is based at sj and
points into [sj , gjv]. If w is a unit tangent vector based on [hjsj,∞) that points
into A◦

j+1, then, clearly, h−1
j w is a unit tangent vector based on [sj, h

−1
j ∞)

that points into h−1
j A◦

j+1. Hence, (6.9) shows that D′
j contains all unit tangent

vectors of the first two kinds mentioned above. Let w be the unit tangent vector
with pr(w) = sj which points into [sj , gjv].

Suppose first that w ∈ F̃ . Then w ∈ vc(Ãj)∩F̃ and therefore w ∈ Ẽsj
(Aj). Let

k ∈ J with Ak 6= Aj. Assume for contradiction that w ∈ vc(Ãk). Lemma 6.6.20
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6.6. Precells and cells in SH

implies that [sj , gjv] is a non-vertical side of Ak, which is a contradiction. Hence

w /∈ Ẽsj
(Ak). Therefore, w ∈ F̃sj

(Aj) and hence w ∈ D′
j.

Suppose now that w /∈ F̃ . Then there exists a unique g ∈ Γr{id} such that
gw ∈ F̃ . Let A be a basal precell in H such that gw ∈ vc(Ã)∩F̃ . Lemma 6.6.20
shows that g[sj , gjv] is a non-vertical side S of A. Thus, g−1A ∩ B(Aj)

◦ 6= ∅.
By Prop. 6.4.11(iv) there is a unique l ∈ {1, . . . , k} such that g = glg

−1
j and

A = Al. Now [sj, gjv] is mapped by hj to the non-vertical side [hjsj, gj+1v] of

Aj+1. Thus, g = hj and A = Aj+1. Then hjw ∈ vc(Ãj+1). As before we see

that w ∈ D′
j . Moreover, pr(CS′(B̃j)) = b(B̃j).

Analogously to Prop. 6.6.21 one proves the following two propositions.

Proposition 6.6.22. Let (A, hA) ∈ S and suppose that A is a cuspidal precell
in H. Let v be the vertex of K to which A is attached and let

(
(A, g), (A′, g−1)

)

be the cycle in A × Γ determined by (A, hA). Then

b
(
B̃1(A, hA)

)
= (v,∞), b

(
B̃2(A, hA)

)
= (gv,∞), b

(
B̃3(A, hA)

)
= (g−1∞,∞)

and

pr
(
B̃1(A, hA)

)
= B(A)◦ ∪ (v,∞),

pr
(
B̃2(A, hA)

)
= B(A′)◦ ∪ (gv,∞),

pr
(
B̃3(A, hA)

)
= B(A)◦ ∪ (g−1∞,∞).

Moreover, CS′(B̃m(A, hA)) is the set of unit tangent vectors based on b(B̃m(A, hA))
that point into pr(B̃m(A, hA))◦, and pr(CS′(B̃m(A, hA))) = b(B̃m(A, hA)) for
m = 1, 2, 3.

Proposition 6.6.23. Let (A, hA) ∈ S and suppose that A is a strip precell. Let
v1, v2 be the two (infinite) vertices of K to which A is attached and suppose that
v1 < v2. For m = 1, 2 we have b(B̃m(A, hA)) = (vm,∞) and

pr
(
B̃m(A, hA)

)
= B(A)◦ ∪ (vm,∞) = A◦ ∪ (vm,∞).

Moreover, CS′(B̃m(A, hA)) is the set of unit tangent vectors based on (vm,∞)
that point into B(A)◦, and pr(CS′(B̃m(A, hA))) = b(B̃m(A, hA)).

Corollary 6.6.24. Let B̃ ∈ B̃S. Then B := cl(pr(B̃)) is a cell in H and b(B̃) a
side of B. Moreover, pr(B̃) = B◦ ∪ b(B̃) and pr(B̃)◦ = B◦.

Proof. This follows directly from a combination of Prop. 6.6.21 with 6.4.11 resp.
of Prop. 6.6.22 with 6.4.12 resp. of Prop. 6.6.23 with 6.4.13.

The development of a symbolic dynamics for the geodesic flow on Y via the
family B̃S of cells in SH is based on the following properties of the cells B̃ in SH:
It uses that cl(pr(B̃)) is a convex polyhedron of which each side is a complete
geodesic segment and that each side is the image under some element g ∈ Γ of
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6. Cusp expansion

the complete geodesic segment b(B̃′) for some cell B̃′ in SH. It further uses that⋃
B̃S is a fundamental set for Γ in SH and that {g · cl(pr(B̃)) | g ∈ Γ, B̃ ∈ B̃S}

is a tesselation of H. Moreover, one needs that b(B̃) is a vertical side of pr(B̃)
and that CS′(B̃) is the set of unit tangent vectors based on b(B̃) that point into
pr(B̃)◦. It does not use that {cl(pr(B̃)) | B̃ ∈ B̃S} is the set of all cells in H nor
does one need that for some cells B̃1, B̃2 ∈ B̃S one has cl(pr(B̃1)) = B(pr(B̃2)).
This means that one has the freedom to perform (horizontal) translations of
single cells in SH by elements in Γ∞. The following definition is motivated by
this fact. We will see that in some situations the family of shifted cells in SH
will induce a symbolic dynamics which has a generating function for the future
part while the symbolic dynamics that is constructed from the original family
of cells in SH has not.

Definition 6.6.25. Each map T : B̃S → Γ∞ (“translation”) is called a shift map
for B̃S. The family

B̃S,T :=
{
T
(
B̃
)
B̃
∣∣ B̃ ∈ B̃S

}

is called the family of cells in SH associated to A, S and T. Each element of
B̃S,T is called a shifted cell in SH.

For each B̃ ∈ B̃S,T define b(B̃) := pr(B̃) ∩ ∂ pr(B̃) and let CS′(B̃) be the set of

unit tangent vectors in B̃ that are based on b(B̃) but do not point along ∂ pr(B̃).

Let T be a shift map for B̃S.

Remark 6.6.26. The results of Prop. 6.6.18 and 6.6.21-6.6.23 remain true for
B̃S,T after the obvious changes. More precisely, the union

⋃
B̃S,T is disjoint and

a fundamental set for Γ in SH, and if B̃ ∈ B̃S, then pr
(
T(B̃)B̃

)
= T(B̃) pr(B̃)

and b
(
T(B̃)B̃

)
= T(B̃)b(B̃). Then CS′ (T(B̃)B̃

)
is the set of unit tangent vectors

based on T(B̃)b(B̃) that point into T(B̃) pr(B̃)◦.

6.7. Geometric symbolic dynamics

Let Γ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point and which satisfies (A2). Suppose that the set of relevant isometric spheres
is non-empty. Let A be a basal family of precells in H and denote the family of
cells in H assigned to A by B. Suppose that S is a set of choices associated to A
and let B̃S be the family of cells in SH associated to A and S. Fix a shift map
T for B̃S and denote the family of cells in SH associated to A,S and T by B̃S,T.

Recall the set CS′(B̃) for B̃ ∈ B̃S,T from Def. 6.6.25. We set

CS′(B̃S,T

)
:=

⋃

eB∈eBS,T

CS′(B̃
)

and ĈS
(
B̃S,T

)
:= π

(
CS′(B̃S,T

))
.

In Sec. 6.7.1, we will use the results from Sec. 6.6 to show that ĈS satisfies
(C1) and hence is a cross section for the geodesic flow on Y w. r. t. certain
measures µ. It will turn out that the measures µ are characterized by the
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6.7. Geometric symbolic dynamics

condition that NIC (see Remark 6.5.5) be a µ-null set. We start by showing

that ĈS = ĈS(B̃S,T). This suffices to characterize the geodesics on Y which

intersect ĈS at all. Then we investigate the location of the endpoints in ∂gH

of the geodesics on H determined by the elements in CS′(B̃), B̃ ∈ B̃S,T. This

result and the fact that CS′(B̃S,T) is a set of representatives for ĈS allows us

to provide a rather explicit description of the structure how CS = π−1(ĈS)
(see Sec. 6.5) decomposes into Γ-translates of the sets CS′(B̃), B̃ ∈ B̃S,T. These
investigations culminate, in Prop. 6.7.12, in the determination of the location
of next and previous points of intersection of a geodesic γ on H and the set
CS. The purpose of Prop. 6.7.12 is two-fold. At first we will use it to decide
which geodesics on Y intersect ĈS infinitely often in future and past and for the
determination of the maximal strong cross section contained in ĈS. In Sec. 6.7.2,
the results of Prop. 6.7.12 will allow to define a natural labeling of ĈS and a
natural symbolic dynamics for the geodesic flow on Y .

6.7.1. Geometric cross section

Recall the set BS from Sec. 6.5.

Lemma 6.7.1. Let B̃ ∈ B̃S,T. Then pr(B̃) is a convex polyhedron and ∂ pr(B̃)

consists of complete geodesic segments. Moreover, we have that pr(B̃)◦∩BS = ∅
and ∂ pr(B̃) ⊆ BS and pr(B̃)∩BS = b(B̃) and that b(B̃) is a connected component
of BS.

Proof. Let B̃1 be the (unique) element in B̃S such that B̃ = T(B̃1)B̃1. Cor. 6.6.24
states that B1 := cl(pr(B̃1)) is a cell in H and that b(B̃1) is a side of B1. More-
over, pr(B̃1) = B◦

1 ∪ b(B̃1) and hence pr(B̃1)
◦ = B◦

1. Thus, ∂ pr(B̃1) = ∂B1

consists of complete geodesic segments, pr(B̃1)
◦ ∩ BS = ∅, ∂ pr(B̃1) ⊆ BS

and pr(B̃1) ∩ BS = b(B̃1). Now the statements of the lemma follow from
pr(B̃) = T(B̃1) pr(B̃1) and b(B̃) = T(B̃1)b(B̃1) and the Γ-invariance of BS.

Proposition 6.7.2. We have ĈS = ĈS(B̃S,T). Moreover, the union

CS′(B̃S,T

)
=
⋃{

CS′(B̃
) ∣∣ B̃ ∈ B̃S,T

}

is disjoint and CS′(B̃S,T) is a set of representatives for ĈS.

Proof. We start by showing that ĈS(B̃S,T) ⊆ ĈS. Let B̃ ∈ B̃S,T. Then there

exists a (unique) B̃1 ∈ B̃S such that B̃ = T(B̃1)B̃1. Lemma 6.7.1 shows that
b(B̃1) is a connected component of BS. The set CS′(B̃1) consists of unit tangent
vectors based on b(B̃1) which are not tangent to it. Therefore, CS′(B̃1) ⊆ CS.
Now b(B̃) = T(B̃1)B̃1 and CS′(B̃) = T(B̃1)CS′(B̃1) with T(B̃1) ∈ Γ. Thus, we

see that π(b(B̃)) ⊆ π(BS) = B̂S and π(CS′(B̃)) ⊆ π(CS) = ĈS. This shows that

ĈS(B̃S,T) ⊆ ĈS.

Conversely, let v̂ ∈ ĈS. We will show that there is a unique B̃ ∈ B̃S,T and a

unique v ∈ CS′(B̃) such that π(v) = v̂. Pick any w ∈ π−1(v). Remark 6.6.26
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6. Cusp expansion

shows that the set P :=
⋃{B̃ | B̃ ∈ B̃S,T} is a fundamental set for Γ in SH.

Hence there exists a unique pair (B̃, g) ∈ B̃S,T × Γ such that v := gw ∈ B̃. Note

that π−1(ĈS) = CS. Thus, v ∈ CS and hence pr(v) ∈ pr(B̃)∩BS. Lemma 6.7.1
shows that pr(v) ∈ b(B̃). Therefore, v ∈ π−1(b(B̃)) ∩ B̃. Since v ∈ CS, it does
not point along b(B̃). Hence v does not point along ∂ pr(B̃), which shows that

v ∈ CS′(B̃). This proves that ĈS ⊆ ĈS(B̃S,T).

To see the uniqueness of B̃ and v suppose that w1 ∈ π−1(v̂). Let (B̃1, g1) ∈
B̃S,T ×Γ be the unique pair such that g1w1 ∈ B̃1. There exists a unique element
h ∈ Γ such that hw = w1. Then g1hg

−1v = gw1 and v, g1hg
−1v ∈ P. Now

P being a fundamental set shows that g1hg
−1 = id, which proves that g1w1 =

g1hw = gw = v and B̃1 = B̃. This completes the proof.

Corollary 6.7.3. Let γ̂ be a geodesic on Y which intersects ĈS in t. Then there
is a unique geodesic γ on H which intersects CS′(B̃S,T) in t such that π(γ) = γ̂.

Definition 6.7.4. Let γ̂ be a geodesic on Y which intersects ĈS in γ̂′(t0). If

s := min
{
t > t0

∣∣ γ̂′(t) ∈ ĈS
}

exists, we call s the first return time of γ̂′(t0) and γ̂′(s) the next point of in-

tersection of γ̂ and ĈS. Let γ be a geodesic on H. If γ′(t) ∈ CS, then we say
that γ intersects CS in t. If there is a sequence (tn)n∈N with limn→∞ tn = ∞
and γ′(tn) ∈ CS for all n ∈ N, then γ is said to intersect CS infinitely often in
future. Analogously, if we find a sequence (tn)n∈N with limn→∞ tn = −∞ and
γ′(tn) ∈ CS for all n ∈ N, then γ is said to intersect CS infinitely often in past.
Suppose that γ intersects CS in t0. If

s := min
{
t > t0

∣∣ γ′(t) ∈ CS
}

exists, we call s the first return time of γ′(t0) and γ′(s) the next point of inter-
section of γ and CS. Analogously, we define the previous point of intersection
of γ̂ and ĈS resp. of γ and CS.

Remark 6.7.5. A geodesic γ̂ on Y intersects ĈS if and only if some (and hence

any) representative of γ̂ on H intersects π−1(ĈS). Recall that CS = π−1(ĈS),
and that CS is the set of unit tangent vectors based on BS but which are not
tangent to BS. Since BS is a totally geodesic submanifold of H (see Prop. 6.5.3),
a geodesic γ on H intersects CS if and only if γ intersects BS transversely. Again
because BS is totally geodesic, the geodesic γ intersects BS transversely if and
only if γ intersects BS and is not contained in BS. Therefore, a geodesic γ̂ on
Y intersects ĈS if and only if some (and thus any) representative γ of γ̂ on H
intersects BS and γ(R) 6⊆ BS.

A similar argument simplifies the search for previous and next points of inter-
section. To make this precise, suppose that γ̂ is a geodesic on Y which intersects
ĈS in γ̂′(t0) and that γ is a representative of γ̂ on H. Then γ′(t0) ∈ CS. There

is a next point of intersection of γ̂ and ĈS if and only if there is a next point of
intersection of γ and CS. The hypothesis that γ′(t0) ∈ CS implies that γ(R) is
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not contained in BS. Hence each intersection of γ and BS is transversal. Then
there is a next point of intersection of γ and CS if and only if γ((t0,∞)) inter-
sects BS. Suppose that there is a next point of intersection. If γ′(s) is the next
point of intersection of γ and CS, then and only then γ̂′(s) is the next point of

intersection of γ̂ and ĈS. In this case, s = min{t > t0 | γ(t) ∈ BS}.
Likewise, there was a previous point of intersection of γ̂ and ĈS if and only if
there was a previous point of intersection of γ and CS. Further, there was a
previous point of intersection of γ and CS if and only if γ((−∞, t0)) intersects
BS. If there was a previous point of intersection, then γ′(s) is the previous
point of intersection of γ and CS if and only if γ̂′(s) was the previous point of

intersection of γ̂ and ĈS. Moreover, s = max{t < t0 | γ(t) ∈ BS}.

Prop. 6.7.7 provides a characterization of the geodesics on Y which intersect ĈS
at all. Its proof needs the following lemma.

Lemma 6.7.6. Let U be a convex polyhedron in H and γ a geodesic on H.

(i) Suppose that t ∈ R such that γ(t) ∈ ∂U . If γ((t,∞)) ⊆ U , then either
there is a unique side S of U such that γ((t,∞)) ⊆ S or γ((t,∞)) ⊆ U◦.

(ii) Suppose that t1, t2, t3 ∈ R such that t1 < t2 < t3 and γ(t1), γ(t2), γ(t3) ∈
∂U . Then there is a side S of U such that S ⊆ γ(R).

(iii) If γ(±∞) ∈ ∂gU , then either γ(R) ⊆ U◦ or γ(R) ⊆ ∂U . If γ(t) ∈ U and
γ(∞) ∈ ∂gU , then either γ((t,∞)) ⊆ U◦ or γ([t,∞)) ⊆ ∂U .

Proof. We will use the following specialization of [Rat06, Thm. 6.3.8]: Suppose
that s is a non-trivial geodesic segment with endpoints a, b (possibly in ∂gH)
which is contained in U . If there is a side S of U such that sr{a, b} intersects
S, then s ⊆ S.

For (i) suppose that there exists t1 ∈ (t,∞) such that γ(t1) ∈ ∂U . If γ(t1)
is an endpoint of some side of U , then there are two sides S1, S2 of U which
have γ(t1) as an endpoint. Assume for contradiction that S1, S2 ⊆ γ(R). Since
γ(t1) ∈ S1 ∩ S2, the union T := S1 ∪ S2 is a geodesic segment in ∂U and hence
S is contained in a side of U . This contradicts to γ(t1) being an endpoint of the
sides S1 and S2. Suppose that S1 6⊆ γ(R). Let 〈S1〉 be the complete geodesic
segment which contains S1. Then 〈S1〉 divides H into two closed halfplanes
H1 and H2 (with H1 ∩ H2 = 〈S1〉) one of which contains γ(t), say H1. Now
γ(R) intersects 〈S1〉 transversely in γ(t1). Since t1 > t, the segment γ((t1,∞))
is contained in H2. This contradicts to γ((t,∞)) ⊆ U . Hence γ(t1) is not an
endpoint of some side of U . Let S be the unique side of U with γ(t1) ∈ S. Then
S ⊆ γ((t,∞)). The previous argument shows that γ((t,∞)) does not contain
an endpoint of S, hence γ((t,∞)) ⊆ S. Finally, since S is closed, γ([t,∞)) ⊆ S.

For (ii) let s := [γ(t1), γ(t3)]. Since γ(t1) and γ(t3) are in U , the convexity
of U shows that s ⊆ U . Now γ(t2) ∈ (γ(t1), γ(t3)) ∩ ∂U . As in the proof of
(i) it follows that γ(t2) is not an endpoint of some side of U . Let S be the
unique side of U with γ(t2) ∈ S. Then s ⊆ S. Since the geodesic segment S
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contains (at least) two point of the complete geodesic segment γ(R), it follows
that S ⊆ γ(R).

For (iii) it suffices to show that γ(R) ⊆ U resp. that γ((t,∞)) ⊆ U . This follows
from [Rat06, Thm. 6.4.2].

Proposition 6.7.7. Let γ̂ be a geodesic on Y . Then γ̂ intersects ĈS if and only
if γ̂ /∈ NC.

Proof. Let B be the family of cells in H assigned to A. Recall from Prop. 6.5.2
that NC = NC(B). Suppose first that γ̂ ∈ NC. Then we find B ∈ B and a
representative γ of γ̂ on H such that γ(±∞) ∈ bd(B). Since B is a convex
polyhedron and γ(±∞) ∈ ∂gB, Lemma 6.7.6(iii) states that either γ(R) ⊆ B◦

or γ(R) ⊆ ∂B. Cor. 6.4.18 shows that B◦ ∩ BS = ∅ and ∂B ⊆ BS. Thus, either
γ(R) does not intersect BS or γ(R) ⊆ BS. Remark 6.7.5 shows that in both

cases γ does not intersect CS, and therefore γ̂ does not intersect ĈS.

Suppose now that γ̂ does not intersect ĈS. Then each representative of γ̂ on
H does not intersect CS. Let γ be any representative of γ̂ on H. We will
show that there is a cell B in H and a to γ equivalent geodesic η such that
η(±∞) ∈ bd(B). Pick a unit tangent vector v to γ. Recall from Prop. 6.6.18
that

⋃{B̃ | B̃ ∈ B̃S} is a fundamental set for Γ in SH. Thus, there is a pair
(B̃, g) ∈ B̃S ×Γ such that gv ∈ B̃. Set η := gγ. Lemma 6.7.1 states that ∂ pr(B̃)
consists of complete geodesic segments and ∂ pr(B̃) ⊆ BS. By assumption,
η does not intersect BS transversely, which implies that η does not intersect
∂ pr(B̃) transversely. Because η(R) ∩ cl(pr(B̃)) 6= ∅, it follows that η(R) ⊆
cl(pr(B̃)). Thus, η(±∞) ∈ ∂g cl(pr(B̃)). By Cor. 6.6.24, B := cl(pr(B̃)) is a cell
in H. Therefore η(±∞) ∈ bd(B), which shows that γ̂ = η̂ ∈ NC(B) ⊆ NC.

Suppose that we are given a geodesic γ̂ on Y which intersects ĈS in γ̂′(t0) and
suppose that γ is the unique geodesic on H which intersects CS′(B̃S,T) in γ′(t0)
and which satisfies π(γ) = γ̂. Our next goal is to characterize when there is a

next point of intersection of γ̂ and ĈS resp. of γ and CS, and, if there is one,
where this point is located. Further we will do analogous investigations on the
existence and location of previous points of intersections. To this end we need
the following preparations.

Definition 6.7.8. Let B̃ ∈ B̃S,T and suppose that b(B̃) is the complete geodesic

segment (a,∞) with a ∈ R. We assign to B̃ two intervals I(B̃) and J(B̃) which
are given as follows:

I
(
B̃
)

:=

{
(a,∞) if pr(B̃) ⊆ {z ∈ H | Re z ≥ a},
(−∞, a) if pr(B̃) ⊆ {z ∈ H | Re z ≤ a},

and

J
(
B̃
)

:=

{
(−∞, a) if pr(B̃) ⊆ {z ∈ H | Re z ≥ a},
(a,∞) if pr(B̃) ⊆ {z ∈ H | Re z ≤ a}.
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Note that the combination of Remark 6.6.26 with Prop. 6.4.11(i) and 6.6.21
resp. with Prop. 6.4.12(i) and 6.6.22 resp. with Remark 6.2.10 and Prop. 6.6.23
shows that indeed each B̃ ∈ B̃S,T gets assigned a pair

(
I(B̃), J(B̃)

)
of intervals.

Lemma 6.7.9. Let B̃ ∈ B̃S,T. For each v ∈ CS′(B̃) let γv denote the geodesic

on H determined by v. If v ∈ CS′(B̃), then (γv(∞), γv(−∞)) ∈ I(B̃) × J(B̃).
Conversely, if (x, y) ∈ I(B̃) × J(B̃), then there exists a unique element v in
CS′(B̃) such that (γv(∞), γv(−∞)) = (x, y).

Proof. Let v ∈ CS′(B̃). By Prop. 6.6.21 resp. 6.6.22 resp. 6.6.23 (recall Re-
mark 6.6.26), the unit tangent vector v points into pr(B̃)◦ and pr(v) ∈ b(B̃).
By definition we find ε > 0 such that γv((0, ε)) ⊆ pr(B̃)◦. Then γv(R) in-
tersects b(B̃) in γv(0) = pr(v). From γv(ε/2) ∈ pr(B̃)◦ and hence γv(ε/2) /∈
b(B̃), it follows that γv(R) 6= b(B̃). Since γv(R) and b(B̃) are both com-
plete geodesic segments, this shows that pr(v) is the only intersection point
of γv(R) and b(B̃). Now b(B̃) divides H into two closed half-spaces H1 and H2

(with H1 ∩ H2 = b(B̃)) one of which contains pr(B̃), say pr(B̃) ⊆ H1. Then
γv((0,∞)) ⊆ H1 and γv((−∞, 0)) ⊆ H2. The definition of I(B̃) and J(B̃) shows
that

(
γv(∞), γv(−∞)

)
∈ I(B̃) × J(B̃).

Conversely, let (x, y) ∈ I(B̃)× J(B̃). Suppose that b(B̃) is the geodesic segment
(a,∞) and suppose w.l.o.g. that I(B̃) is the interval (a,∞) and J(B̃) the interval
(−∞, a). Let c denote the complete geodesic segment [x, y]. Since x > a > y,
the geodesic segment c intersects b(B̃) in a (unique) point z. There are exactly
two unit tangent vectors wj, j = 1, 2, to c at z. For j ∈ {1, 2} let γwj

denote
the geodesic on H determined by wj . Then γwj

(R) = c and

(
γw1(∞), γw1(−∞)

)
=
(
γw2(∞), γw2(−∞)

)

with

(
γw1(∞), γw1(−∞)

)
= (x, y) or

(
γw1(∞), γw1(−∞)

)
= (y, x).

W.l.o.g. suppose that
(
γw1(∞), γw1(−∞)

)
= (x, y) and set v := w1. We will

show that v points into pr(B̃)◦. The set b(B̃) is a side of cl(pr(B̃)) and, since
cl(pr(B̃)) is a convex polyhedron with non-empty interior, b(B̃) is a side of
pr(B̃)◦, hence b(B̃) ⊆ ∂ pr(B̃)◦. Since z is not an endpoint of b(B̃), there exists
ε > 0 such that

Bε(z) ∩ pr
(
B̃
)◦

= Bε(z) ∩ {z ∈ H | Re z > a}.

Now γv((0,∞)) ⊆ {z ∈ H | Re z > a} with γv(0) = z. Hence there is δ > 0 such
that

γv
(
(0, δ)

)
⊆ Bε(z) ∩ {z ∈ H | Re z > a}.

Thus γv((0, δ)) ⊆ pr(B̃)◦, which means that v point into pr(B̃)◦. Then Prop. 6.6.21
resp. 6.6.22 resp. 6.6.23 states that v ∈ CS′(B̃). This completes the proof.
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Let B̃ ∈ B̃S,T and g ∈ Γ. Suppose that I(B̃) = (a,∞). Then

gI
(
B̃
)

=

{
(ga, g∞) if ga < g∞,

(ga,∞] ∪ (−∞, g∞) if g∞ < ga,

and

gJ
(
B̃
)

=

{
(ga,∞] ∪ (−∞, g∞) if ga < g∞,

(ga, g∞) if g∞ < ga.

Here, the interval (b,∞] denotes the union of the interval (b,∞) with the point
∞ ∈ ∂gH. Hence, the set I := (b,∞]∪ (−∞, c) is connected as a subset of ∂gH.
The interpretation of I is more eluminating in the ball model: Via the Cayley
transform C the set ∂gH is homeomorphic to the unit sphere S1. Let b′ := C(b),
c′ := C(c) and I ′ := C(I). Then I ′ is the connected component of S1r{b′, c′}
which contains C(∞).

Suppose now that I(B̃) = (−∞, a). Then

gI
(
B̃
)

=

{
(−∞, ga) ∪ (g(−∞),∞] if ga < g(−∞),

(g(−∞), ga) if g(−∞) < ga,

and

gJ
(
B̃
)

=

{
(g(−∞), ga) if ga < g(−∞),

(−∞, ga) ∪ (g(−∞),∞] if g(−∞) < ga.

Note that for g =
(
α β
γ δ

)
we have

g(−∞) = lim
tց−∞

αt+ β

γt+ δ
= lim

sր0

α+ βs

γ + δs
= lim

sց0

α+ βs

γ + δs
= g∞.

In particular, id(−∞) = ∞.

Let a, b ∈ R. For abbreviation we set (a, b)+ := (min(a, b),max(a, b)) and
(a, b)− := (max(a, b),∞] ∪ (−∞,min(a, b)).

Proposition 6.7.10. Let B̃ ∈ B̃S,T and suppose that S is a side of pr(B̃). Then

there exist exactly two pairs (B̃1, g1), (B̃2, g2) ∈ B̃S,T × Γ such that S = gjb(B̃j).
Moreover, g1 cl(pr(B̃1)) = cl(pr(B̃)) and g2 cl(pr(B̃2)) ∩ cl(pr(B̃)) = S or vice
versa. The union g1 CS′(B̃1) ∪ g2 CS′(B̃2) is disjoint and equals the set of all
unit tangent vectors in CS that are based on S. Let a, b ∈ ∂gH be the endpoints

of S. Then g1I(B̃1) × g1J(B̃1) = (a, b)+ × (a, b)− and g2I(B̃2) × g2J(B̃2) =
(a, b)− × (a, b)+ or vice versa.

Proof. Let D′ denote the set of unit tangent vectors in CS that are based on
S. By Lemma 6.7.1, S is a connected component of BS. Hence D′ is the set of
unit tangent vectors based on S but not tangent to S. The complete geodesic
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segment S dividesH into two open half-spaces H1,H2 such that H is the disjoint
union H1∪S∪H2. Moreover, pr(B̃)◦ is contained in H1 or H2, say pr(B̃)◦ ⊆ H1.
Then D′ decomposes into the disjoint union D′

1∪D′
2 where D′

j denotes the non-
empty set of elements in D′ that point into Hj. For j = 1, 2 pick vj ∈ D′

j. Since

CS′(B̃S,T) is a set of representatives for ĈS = π(CS) (see Prop. 6.7.2), there

exists a uniquely determined pair (B̃j , gj) ∈ B̃S,T × Γ such that vj ∈ gj CS′(B̃j).
We will show that S = gjb(B̃j). Assume for contradiction that S 6= gjb(B̃j).
Since S and gjb(B̃j) are complete geodesic segments, the intersection of S and

gjb(B̃j) in pr(vj) is transversal. Recall that S ⊆ ∂ pr(B̃) and b(B̃j) ⊆ ∂ pr(B̃j)
and that ∂ pr(B̃′)◦ = ∂ pr(B̃′) for each B̃′ ∈ B̃S,T. Then there exists ε > 0 such

that Bε(pr(vj)) ∩ pr(B̃)◦ = Bε(pr(vj)) ∩H1 and

Bε
(
pr(vj)

)
∩ gj pr

(
B̃j
)◦ ∩H1 6= ∅.

Hence pr(B̃)◦ ∩ gj pr(B̃j)◦ 6= ∅. Prop. 6.4.15 resp. 6.4.16 resp. 6.4.17 in com-

bination with Remark 6.6.26 shows that cl(pr(B̃)) = gj cl(pr(B̃j)). But then

∂ pr(B̃) = gj∂ pr(B̃j), which implies that S = gjb(B̃j). This is a contradiction to

the assumption that S 6= gjb(B̃j). Therefore S = gjb(B̃j). Then Lemma 6.7.9

implies that gjI(B̃j) × gjJ(B̃j) equals (a, b)+ × (a, b)− or (a, b)− × (a, b)+. On
the other hand

∂gH1 × ∂gH2 =
{(
γv(∞), γv(−∞)

) ∣∣ v ∈ D′
1

}
=
{(
γv(−∞), γv(∞)

) ∣∣ v ∈ D′
2

}

equals (a, b)+ × (a, b)− or (a, b)− × (a, b)+. Therefore, again by Lemma 6.7.9,
gj CS′(B̃j) = D′

j . This shows that the union g1 CS′(B̃1) ∪ g2 CS′(B̃2) is disjoint
and equals D′.

We have cl(pr(B̃)) ⊆ H1 and g1 cl(pr(B̃1)) ⊆ H1 with S ⊆ ∂ pr(B̃) ∩ g1∂ pr(B̃1).
Let z ∈ S. Then there exists ε > 0 such that

Bε(z) ∩ pr
(
B̃
)◦

= Bε(z) ∩H1 = Bε(z) ∩ g1 pr
(
B̃1

)◦
.

Hence pr(B̃)◦ ∩ g1 pr(B̃1)
◦ 6= ∅. As above we find that cl(pr(B̃)) = g1 cl(pr(B̃1)).

Finally, g2 cl(pr(B̃2)) ⊆ H2 with

S ⊆ g2 cl
(
pr
(
B̃2

))
∩H1 ⊆ H2 ∩H1 = S.

Hence cl(pr(B̃)) ∩ g2 cl(pr(B̃2)) = S.

Let B̃ ∈ B̃S,T and suppose that S is a side of pr(B̃). Let (B̃1, g1), (B̃2, g2) be the

two elements in B̃S,T × Γ such that S = gjb(B̃j) and g1 cl(pr(B̃1)) = cl(pr(B̃))

and g2 cl(pr(B̃2)) ∩ cl(pr(B̃)) = S. Then we define

p
(
B̃, S

)
:=
(
B̃1, g1

)
and n

(
B̃, S

)
:=
(
B̃2, g2

)
.

Remark 6.7.11. Let B̃ ∈ B̃S,T and suppose that S is a side of pr(B̃). We will

show how one effectively finds the elements p(B̃, S) and n(B̃, S). Let

(
B̃1, k1

)
:= p

(
B̃, S

)
and

(
B̃2, k2

)
:= n

(
B̃, S

)
.
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Suppose that B̃′ is the (unique) element in B̃S such that T(B̃′)B̃′ = B̃ and suppose
further that B̃′

j ∈ B̃S such that T(B̃′
j)B̃′

j = B̃j for j = 1, 2. Set S′ := T(B̃′)−1S.

Then S′ is a side of pr(B̃′). For j = 1, 2 we have

S′ = T
(
B̃′)−1

S = T
(
B̃′)−1

kjb
(
B̃j
)

= T
(
B̃′)−1

kjT
(
B̃′
j

)
b
(
B̃′
j

)

and
kj cl

(
pr
(
B̃j
))

= kjT
(
B̃′
j

)
cl
(
pr
(
B̃′
j

))
.

Moreover, cl(pr(B̃)) = T(B̃′) cl(pr(B̃′)). Then k1 cl(pr(B̃1)) = cl(pr(B̃)) is equiv-
alent to

T
(
B̃′)−1

k1T
(
B̃′

1

)
cl
(
pr
(
B̃′

1

))
= cl

(
pr
(
B̃′)),

and k2 cl(pr(B̃2)) ∩ cl(pr(B̃)) = S is equivalent to

T
(
B̃′)−1

k2T
(
B̃′

2

)
cl
(
pr
(
B̃′

2

))
∩ cl

(
pr
(
B̃′)) = S′.

Therefore, (B̃1, k1) = p(B̃, S) if and only if (B̃′
1,T(B̃′)−1k1T(B̃′

1)) = p(B̃′, S′),
and (B̃2, k2) = n(B̃, S) if and only if (B̃′

2,T(B̃′)−1k2T(B̃′
2)) = n(B̃′, S′).

By Cor. 6.6.24, the sets B′ := cl(pr(B̃′)) and B′
j := cl(pr(B̃′

j)) are A-cells in
H. Suppose first that B′ arises from the non-cuspidal basal precell A′ in H.
Then there is a unique element (A, hA) ∈ S such that for some h ∈ Γ the
pair (A′, h) is contained in the cycle in A × Γ determined by (A, hA). Nec-
essarily, A is non-cuspidal. Let

(
(Aj, hj)

)
j=1,...,k

be the cycle in A × Γ de-

termined by (A, hA). Then A′ = Am for some m ∈ {1, . . . , cyl(A)} and hence
B′ = B(Am) and B̃′ = B̃m(A, hA). For j = 1, . . . , k set g1 := id and gj+1 := hjgj .
Prop. 6.4.11(iii) states that B(Am) = gmB(A) and Prop. 6.4.11(i) shows that
S′ is the geodesic segment [gmg

−1
j ∞, gmg

−1
j+1∞] for some j ∈ {1, . . . , k}. Then

gjg
−1
m S′ = [∞, h−1

j ∞]. Let n ∈ {1, . . . , cyl(A)} such that n ≡ j mod cyl(A).

Then hn = hj by Lemma 6.6.12. Prop. 6.6.21 shows that b(B̃n(A, hA)) =

[∞, h−1
n ∞] = gjg

−1
m S′. We claim that (B̃j(A, hA), gmg

−1
j ) = p(B̃′, S′). For this is

remains to show that gmg
−1
j cl(pr(B̃j(A, hA))) = cl(pr(B̃′)). Prop. 6.6.21 shows

that cl(pr(B̃j(A, hA))) = B(An) and Lemma 6.6.12 implies that B(An) = B(Aj).
Let v be the vertex of K to which A is attached. Then gjv ∈ B(Aj)

◦ and
gmg

−1
j gjv = gmv ∈ B(Am)◦. Therefore gmg

−1
j B(Aj)

◦ ∩ B(Am)◦ 6= ∅. From

Prop. 6.4.15 it follows that gmg
−1
j B(Aj) = B(Am). Recall that B(Am) =

cl(pr(B̃′)). Hence (B̃j(A, hA), gmg
−1
j ) = p(B̃′, S′) and

(
T
(
B̃j(A, hA)

)
B̃j
(
A, hA

)
,T
(
B̃′)gmg−1

j T
(
B̃j(A, hA)

)−1)
= p
(
B̃, S

)
.

Analogously one proceeds if A′ is cuspidal or a strip precell.

Now we show how one determines (B̃2, k2). Suppose again that B′ arises from the
non-cuspidal basal precell A′ in H. We use the notation from the determination
of p(B̃′, S′). By Cor. 6.2.23 there is a unique pair (Â, s) ∈ A × Z such that
b(B̃n(A, hA))∩tsλÂ 6= ∅ and tsλÂ 6= An. Then t−sλ gjg

−1
m S′ is a side of the cell B(Â)

in H. As before, we determine (B̃3, k3) ∈ B̃S×Γ such that k3b(B̃3) = t−sλ gjg
−1
m S′
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and k3 cl(pr(B̃3)) = B(Â). Recall that gjg
−1
m S′ is a side of B(Aj) = B(An). We

have

gmg
−1
j tsλk3 cl

(
pr
(
B̃3

))
∩ cl

(
pr
(
B̃′)) = gmg

−1
j tsλB(Â) ∩ B(Am)

= gmg
−1
j tsλB(Â) ∩ gmg−1

j B(Aj)

= gmg
−1
j

(
tsλB(Â) ∩ B(Aj)

)

= gmg
−1
j

(
tsλB(Â) ∩ B(An)

)

= gmg
−1
j gjg

−1
m S′

= S′.

Thus n(B̃′, S′) = (B̃3, gmg
−1
j tsλk3) and

n
(
B̃, S

)
=
(
T
(
B̃3

)
B̃3,T

(
B̃′)gmg−1

j tsλk3T
(
B̃3

)−1)
.

If B′ arises from a cuspidal or strip precell in H, then the construction of n(B̃, S)
is analogous.

Proposition 6.7.12. Let γ̂ be a geodesic on Y and suppose that γ̂ intersects
ĈS in γ̂′(t0). Let γ be the unique geodesic on H such that γ′(t0) ∈ CS′(B̃S,T)

and π(γ′(t0)) = γ̂′(t0). Let B̃ ∈ B̃S,T be the unique shifted cell in SH such that

γ′(t0) ∈ CS′(B̃).

(i) There is a next point of intersection of γ and CS if and only if γ(∞) does
not belong to ∂g pr(B̃).

(ii) Suppose that γ(∞) /∈ ∂g pr(B̃). Then there is a unique side S of pr(B̃)

intersected by γ((t0,∞)). Suppose that (B̃1, g) = n(B̃, S). The next point
of intersection is on gCS′(B̃1).

(iii) Let (B̃′, h) = n(B̃, b(B̃)). Then there was a previous point of intersection
of γ and CS if and only if γ(−∞) /∈ h∂g pr(B̃′).

(iv) Suppose that γ(−∞) /∈ h∂g pr(B̃′). Then there is a unique side S of

hpr(B̃′) intersected by γ((−∞, t0)). Let (B̃2, h
−1k) = p(B̃′, h−1S). Then

the previous point of intersection was on kCS′(B̃2).

Proof. We start by proving (i). Recall from Remark 6.7.5 that there is a next
point of intersection of γ and CS if and only if γ((t0,∞)) intersects BS. Since
γ′(t0) ∈ CS′(B̃), Prop. 6.6.21 resp. 6.6.22 resp. 6.6.23 in combination with Re-
mark 6.6.26 shows that γ′(t0) points into pr(B̃)◦. Lemma 6.7.1 states that
pr(B̃)◦∩BS = ∅ and ∂ pr(B̃) ⊆ BS. Hence γ((t0,∞)) does not intersect BS if and
only if γ((t0,∞)) ⊆ pr(B̃)◦. In this case, γ(∞) ∈ clHg(pr(B̃))∩ ∂gH = ∂g pr(B̃).

Conversely, if γ(∞) ∈ ∂g pr(B̃), then Lemma 6.7.6(iii) states that γ((t0,∞)) ⊆
pr(B̃)◦ or γ((t0,∞)) ⊆ ∂ pr(B̃). In the latter case, Lemma 6.7.1 shows that
γ((t0,∞)) ⊆ BS. Hence, if γ(∞) ∈ ∂g pr(B̃), then γ((t0,∞)) ⊆ pr(B̃)◦.
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Suppose now that γ(∞) /∈ ∂g pr(B̃). The previous argument shows that γ((t0,∞))

intersects ∂ pr(B̃), say γ(t1) ∈ ∂ pr(B̃) with t1 ∈ (t0,∞). If there was an element
t2 ∈ (t0,∞)r{t1} with γ(t2) ∈ ∂ pr(B̃), then Lemma 6.7.6(ii) would imply that
there is a side S of pr(B̃) such that γ(R) = S, where the equality follows from
the fact that S is a complete geodesic segment (see Lemma 6.7.1). But then,
by Lemma 6.7.1, γ(R) ⊆ BS, which contradicts to γ′(t0) ∈ CS. Thus, γ(t1) is
the only intersection point of ∂ pr(B̃) and γ((t0,∞)). Since γ((t0, t1)) ⊆ pr(B̃)◦,
γ′(t0) is the next point of intersection of γ and CS. Moreover, γ′(t1) points out
of pr(B̃), since otherwise γ((t1,∞)) would intersect ∂ pr(B̃) which would lead to
a contradiction as before. Prop. 6.7.2 states that there is a unique pair (B̃1, g) ∈
B̃S,T×Γ such that γ′(t1) ∈ gCS′(B̃1). Then γ′(t1) points into g pr(B̃1)

◦. Let S be

the side of pr(B̃) with γ(t1) ∈ S. By Prop. 6.7.10, either g cl(pr(B̃1)) = cl(pr(B̃))
or g cl(pr(B̃1))∩ cl(pr(B̃)) = S. In the first case, γ′(t1) points into pr(B̃)◦, which
is a contradiction. Therefore g cl(pr(B̃1)) ∩ cl(pr(B̃)) = S, which shows that
(B̃1, g) = n(B̃, S). This completes the proof of (ii).

Let (B̃′, h) = n(B̃, b(B̃)). Since γ(t0) ∈ b(B̃) and γ′(t0) ∈ CS′(B̃), Prop. 6.7.10
implies that γ(t0) ∈ hb(B̃′) and γ′(t0) /∈ hCS′(B̃′). Since γ(R) 6⊆ h∂ pr(B̃′), the
unit tangent vector γ′(t0) points out of pr(B̃′). Because the intersection of γ(R)
and hb(B̃′) is transversal and pr(B̃′) is a convex polyhedron with non-empty
interior, γ((t0 − ε, t0)) ∩ hpr(B̃)◦ 6= ∅ for each ε > 0. As before we find that
there was a previous point of intersection of γ and CS if and only if γ((−∞, t0))
intersects ∂ pr(B̃′) and that this is the case if and only if γ(−∞) /∈ h∂g pr(B̃′).

Suppose that γ(−∞) /∈ h∂g pr(B̃′). As before, there is a unique t−1 ∈ (−∞, t0)

such that γ(t−1) ∈ h∂g pr(B̃′). Let S be the side of hpr(B̃′) with γ(t−1) ∈
S. Necessarily, γ((t−1, t0) ⊆ hpr(B̃′)◦, which shows that γ′(t−1) points into
hpr(B̃′)◦ and that γ′(t−1) is the previous point of intersection. Let (B̃2, k) ∈
B̃S,T × Γ be the unique pair such that γ′(t−1) ∈ kCS′(B̃2) (see Prop. 6.7.2). By

Prop. 6.7.10, either k cl(pr(B̃2)) = h cl(pr(B̃′)) or k cl(pr(B̃2))∩h cl(pr(B̃′)) = S.
In the latter case, γ′(t−1) points out of hpr(B̃′)◦ which is a contradiction. Hence
h−1k cl(pr(B̃2) = cl(pr(B̃′)), which shows that (B̃2, h

−1k) = p(B̃′, h−1S).

Corollary 6.7.13. Let γ̂ be a geodesic on Y and suppose that γ̂ does not inter-
sect ĈS infinitely often in future. If γ̂ intersects ĈS at all, then there exists t ∈ R
such that γ̂′(t) ∈ ĈS and γ̂((t,∞)) ∩ B̂S = ∅. Analogously, suppose that η̂ is a

geodesic on Y which does not intersect ĈS infinitely often in past. If η̂ intersects
ĈS at all, then there exists t ∈ R such that η̂′(t) ∈ ĈS and η̂((−∞, t))∩ B̂S = ∅.

Proof. Since γ̂ does not intersect ĈS infinitely often in future, we find s ∈ R such
that γ̂′((s,∞))∩ĈS = ∅. Suppose that γ̂ intersects ĈS. Remark 6.7.5 shows that

then γ̂′((s,∞))∩ĈS = ∅ is equivalent to γ̂((s,∞))∩B̂S = ∅. Pick r ∈ (s,∞) and
let γ be any representative of γ̂ on H. Then γ(r) /∈ BS. Hence there is a pair
(B, g) ∈ B×Γ such that γ(r) ∈ gB◦. Since g∂B ⊆ BS by the definition of BS, we

have γ((s,∞)) ⊆ gB◦. Since γ̂ intersects ĈS, γ(R) intersects g∂B transversely.
Because gB is convex, this intersection is unique, say {γ(t)} = γ(R)∩g∂B. Then

γ((t,∞)) ⊆ gB◦. Hence γ′(t) ∈ CS. Thus γ̂′(t) ∈ ĈS and γ̂((t,∞)) ∩ B̂S = ∅.
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The proof of the claims on η̂ is analogous.

Example 6.7.14. For the Hecke triangle groupG5 with A = {A}, S = {(A, U5)}
(see Example 6.6.16) and T ≡ id, Fig. 6.19 shows the translates of CS′ := CS′(B̃)
which are necessary to determine the location of next and previous points of in-
tersection.

0 U3

5
∞ U2

5
∞ U5∞ = λ5T−1

5
U3

5
∞ T−1

5
U2

5
∞T−1

5
U4

5
∞ = −λ5

CS′S · CS′

U4

5
· CS′

U4

5
S · CS′

U2

5
· CS′

U2

5
S · CS′

U3

5
· CS′

U3

5
S · CS′

T5 · CS′U5 · CS′T−1

5
· CS′

T−1

5
U4

5
· CS′ T−1

5
U2

5
· CS′

T−1

5
U3

5
· CS′

Figure 6.19: The shaded parts are translates of CS′ (in unit tangent bundle) as
indicated.

Example 6.7.15. Recall the setting of Example 6.6.19. We consider the two
shift maps T1 ≡ id, and

T2

(
B̃1

)
:=

(
1 −1
0 1

)
and T2

(
B̃j
)

:= id for j = 2, . . . , 6.

For simplicity set B̃−1 := T2

(
B̃1

)
B̃1 and CS′

−1 := T2

(
B̃1

)
CS′

1. Further we set

g1 :=

(
1 0
5 1

)
, g2 :=

(
2 −1
5 −2

)
, g3 :=

(
3 −2
5 −3

)
, g4 :=

(
4 −1
5 −1

)
,

g5 :=

(
4 −5
5 −6

)
, g6 :=

(
1 1
0 1

)
, g7 :=

(
−1 0
5 −1

)
.

Fig. 6.20 shows the translates of the sets CS′
j which are necessary to determine

the location of the next point of intersection if the shift map is T1, and Fig. 6.21
those if T2 is the chosen shift map.

CS′

1
CS′

2
CS′

4
CS′

6
CS′

5
CS′

3

0 1

5

2

5

3

5

4

5
1

g6CS
′

2

g1CS
′

2
g2CS

′

5
g3CS

′

3
g4CS

′

6
g5CS

′

1

g4CS
′

4

Figure 6.20: The translates of CS′ relevant for determination of the location
next point of intersection for the shift map T1.
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CS′

−1 CS
′

2
CS′

4
CS′

6
CS′

5
CS′

3

− 1

5
0 1

5

2

5

3

5

4

5
1

g6CS
′

2
g7CS

′

4

g7CS
′

−1 g1CS
′

2
g2CS

′

5
g3CS

′

3
g4CS

′

6
g4CS

′

−1

Figure 6.21: The translates of CS′ relevant for determination of the location
next point of intersection for the shift map T2.

Recall the set bd from Sec. 6.5.

Proposition 6.7.16. Let γ̂ be a geodesic on Y .

(i) γ̂ intersects ĈS infinitely often in future if and only if γ̂(∞) /∈ π(bd).

(ii) γ̂ intersects ĈS infinitely often in past if and only if γ̂(−∞) /∈ π(bd).

Proof. We will only show (i). The proof of (ii) is analogous.

Suppose first that γ̂ does not intersect ĈS infinitely often in future. If γ̂ does
not intersect ĈS at all, then Prop. 6.7.7 states that γ̂ ∈ NC. Recall from
Prop. 6.5.2 that NC = NC(B). Hence there is B ∈ B and a representative γ
of γ̂ on H such that γ(±∞) ∈ bd(B). Thus γ̂ ∈ π(bd(B)) ⊆ π(bd). Suppose

now that γ̂ intersects ĈS. Cor. 6.7.13 shows that there is t ∈ R such that
γ̂′(t) ∈ ĈS and γ̂((t,∞)) ∩ B̂S = ∅. Let γ be the representative of γ̂ on H such
that γ′(t) ∈ CS′(B̃S,T). Let B̃ ∈ B̃S,T be the unique shifted cell in SH such that

γ′(t) ∈ CS′(B̃). From γ̂((t,∞))∩B̂S = ∅ it follows that γ((t,∞))∩BS = ∅. Since
∂ pr(B̃) ⊆ BS by Lemma 6.7.1, γ((t,∞)) ⊆ pr(B̃)◦. Hence γ(∞) ∈ ∂g pr(B̃). Let

B̃′ ∈ B̃S such that T(B̃′)B̃′ = B̃. Cor. 6.6.24 shows that B′ := cl(pr(B̃′)) ∈ B.
Hence

∂g pr(B̃) = ∂g cl(pr(B̃)) = T(B̃′)∂gB′ = T(B̃′) bd(B′) ⊆ bd(B).

Recall from Prop. 6.5.2 that bd = bd(B). Therefore γ(∞) ∈ bd and γ̂(∞) ∈
π(bd).

Suppose now that γ̂(∞) ∈ π(bd). We will show that γ̂ does not intersect

ĈS infinitely often in future. Suppose first that γ̂(∞) = π(∞). Choose a
representative γ of γ̂ on H such that γ(∞) = ∞. Lemma 6.1.33 shows that
γ(R) ∩ K 6= ∅. Pick z ∈ γ(R) ∩ K, say γ(t) = z. By Cor. 6.2.23 we find a
(not necessarily unique) pair (A,m) ∈ A × Z such that tmλ z ∈ A. The geodesic
η := tmλ γ is a representative of γ̂ on H with η(∞)∞ ∈ ∂gA and η(t) ∈ A. Since
A is convex, the geodesic segment η([t,∞)) is contained in A and therefore in
B(A) with η(∞) ∈ ∂gB(A). Because B(A) is convex, Lemma 6.7.6(iii) states
that either η([t,∞)) ⊆ B(A)◦ or η([t,∞)) ⊆ ∂B(A). Since ∂B(A) consists of
complete geodesic segments, Lemma 6.7.6 implies that either η(R) ⊆ B(A)◦
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or η(R) ⊆ ∂B(A) or η(R) intersects ∂B(A) in a unique point which is not an
endpoint of some side. In the first two cases, η(−∞) ∈ ∂gB(A) and therefore

γ̂ = η̂ ∈ NC(B(A)). Prop. 6.7.7 shows that γ̂ does not intersect ĈS. In the latter
case, there is a unique side S of B(A) intersected by η(R) and this intersection
is transversal. Suppose that {η(s)} = S ∩ η(R) and let v := η′(s). Since
η((s,∞)) ⊆ B(A)◦, the unit tangent vector v points into B(A)◦. Note that
v ∈ CS. By Prop. 6.7.10, there exists a (unique) pair (B̃, g) ∈ B̃S,T×Γ such that

v ∈ gCS′(B̃). Moreover, g cl(pr(B̃)) = B(A). Then α := g−1η is a representative
of γ̂ onH such that α′(s) = g−1v ∈ CS′(B̃) and α(∞) ∈ ∂g pr(B̃). Prop. 6.7.12(i)
shows that there is no next point of intersection of α and CS. Hence γ̂ does not
intersect ĈS infinitely often in future.

Suppose now that γ̂(∞) /∈ π(∞). We find a representative γ of γ̂ on H and a
cell B ∈ B in H such that γ(∞) ∈ ∂gB ∩ R. Assume for contradiction that γ
intersects CS infinitely often in future. Let (tn)n∈N be an increasing sequence
in R such that γ′(tn) ∈ CS for each n ∈ N and limn→∞ tn = ∞. For n ∈ N
let Sn be the connected component of BS such that γ(tn) ∈ Sn. Note that Sn
is a complete geodesic segment. We will show that there exists n0 ∈ N such
that both endpoints of Sn0 are in R. Assume for contradiction that each Sn
is vertical, hence Sn = [an,∞] with an ∈ R. Then either a1 < a2 < . . . or
a1 > a2 > . . .. Theorem 6.2.20 shows that A is finite. Therefore B is so by
Cor. 6.4.14. Recall that each Sn is a vertical side of some Γ∞-translate of some
element in B. Hence there is r > 0 such that |an+1 − an| ≥ r for each n ∈ N.
W.l.o.g. suppose that a1 < a2 < . . .. Then limn→∞ an = ∞. For each n ∈ N,
γ(∞) is contained in the interval (an,∞). Hence γ(∞) ∈ ⋂n∈N

(an,∞) = ∅.
This is a contradiction. Therefore we find k ∈ N such that Sk = [ak, bk] with
ak, bk ∈ R. W.l.o.g. ak < bk. Let (B̃, g) ∈ B̃S,T × Γ such that γ′(tk) ∈ gCS′(B̃).

Prop. 6.7.10 states that gb(B̃) = Sk and γ(∞) ∈ (ak, bk)+ or γ(∞) ∈ (ak, bk)−.
In each case ak < γ(∞) < bk. Lemma 6.7.6(iii) shows that the complete geodesic
segment S := [γ(∞),∞] is contained in B. It divides H into the two open half-
spaces

H1 := {z ∈ H | Re z < γ(∞)} and H2 := {z ∈ H | Re z > γ(∞)}
such that H is the disjoint union H1 ∪S ∪H2. Neither an nor bn is an endpoint
of S but (an, bn) ∈ ∂gH1 × ∂gH2 or (an, bn) ∈ ∂gH2 × ∂gH1. In each case, Sn
intersects S transversely. Then Sn intersects B◦. Since Sn is the side of some
Γ-translate of some cell in H, this is a contradiction to Cor. 6.4.18. This shows
that γ does not intersect CS infinitely often in future and hence γ̂ does not
intersect ĈS infinitely often in future. This completes the proof of (i).

Recall the set NIC from Remark 6.5.5.

Theorem 6.7.17. Let µ be a measure on the space of geodesics on Y . Then ĈS
is a cross section w. r. t. µ for the geodesic flow on Y if and only if µ(NIC) = 0.

Proof. Prop. 6.5.4 shows that ĈS satisfies (C2). Let γ̂ be a geodesic on Y . Then

Prop. 6.7.16 implies that γ̂ intersects ĈS infinitely often in past and future if
and only if γ̂ /∈ NIC. This completes the proof.
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Let E denote the set of unit tangent vectors to the geodesics in NIC and set
ĈSst := ĈSrE .

Corollary 6.7.18. Let µ be a measure on the space of geodesics on Y such that
µ(NIC) = 0. Then ĈSst is the maximal strong cross section w. r. t. µ contained

in ĈS.

6.7.2. Geometric coding sequences and geometric symbolic
dynamics

A label of a unit tangent vector in ĈS or CS is a symbol which is assigned
to this vector. The labeling of ĈS resp. CS is the assigment of the labels to
its elements. The set of labels is commonly called the alphabet of the arising
symbolic dynamics.

We establish a labeling of ĈS and CS in the following way: Let v ∈ CS′(B̃S,T)

and suppose that B̃ ∈ B̃S,T is the unique shifted cell in SH such that v ∈ CS′(B̃).
Let γ be the geodesic on H determined by v.

Suppose first that γ(∞) /∈ ∂g pr(B̃). Prop. 6.7.12(ii) states that there is a unique

side S of pr(B̃) intersected by γ((0,∞)) and that the next point of intersection
of γ and CS is on gCS′(B̃1) if (B̃1, g) = n(B̃, S). We assign to v the label (B̃1, g).

Suppose now that γ(∞) ∈ ∂g pr(B̃). Prop. 6.7.12(i) shows that there is no next
point of intersection of γ and CS. Let ε be an abstract symbol which is not
contained in Γ. Then we label v by ε (“end” or “empty word”).

Let v̂ ∈ ĈS. By Prop. 6.7.2 there is a unique v ∈ CS′(B̃S,T) such that π(v) = v̂.
We endow v̂ and each element in π−1(v̂) with the labels of v.

The following proposition is the key result for the determination of the set of
labels.

Proposition 6.7.19. Let B̃ ∈ B̃S,T and suppose that Sj, j = 1, . . . , k, are the

sides of pr(B̃). For j = 1, . . . , k set (B̃j, gj) := n(B̃, Sj). Let v ∈ CS′(B̃) and

suppose that γ is the geodesic determined by v. Then γ(∞) ∈ gjI(B̃j) if and

only if γ((0,∞)) intersects Sj . Moreover, if Sj 6= b(B̃), then gjI(B̃j) ⊆ I(B̃). If

Sj = b(B̃), then gjI(B̃j) = J(B̃).

Proof. Suppose that γ((0,∞)) intersects Sj for some j ∈ {1, . . . , k}, say in γ(t0).

Assume for contradiction that γ(∞) ∈ ∂g pr(B̃). Since cl(pr(B̃)) is a convex

polyhedron (see Lemma 6.7.1) and γ(0) ∈ cl(pr(B̃)), Lemma 6.7.6(iii) shows that
γ((0,∞)) ⊆ pr(B̃)◦ or γ([0,∞)) ⊆ ∂ pr(B̃). From γ(t0) ∈ ∂ pr(B̃) it follows that
γ([0,∞)) ⊆ ∂ pr(B̃). On the other hand γ′(0) ∈ CS′(B̃), hence there is ε > 0 such
that γ((0, ε)) ⊆ pr(B̃)◦. This is a contradiction. Therefore γ(∞) 6= ∂g pr(B̃).

Then Prop. 6.7.12(ii) shows that Sj is the only side of pr(B̃) intersected by

γ((0,∞)) and that γ′(t0) ∈ gj CS′(B̃j). Let η be the geodesic determined by
γ′(t0). Note that (γ(∞), γ(−∞)) = (η(∞), η(−∞)). By Lemma 6.7.9, we have
that γ(∞) = η(∞) ∈ gjI(B̃j).
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Conversely suppose that γ(∞) ∈ gjI(B̃j). The complete geodesic segment Sj
divides H into two open convex half-spaces H1,H2 such that H is the disjoint
union H1 ∪ S ∪H2. Then cl(pr(B̃j)) ⊆ Hk for some k ∈ {1, 2}. W.l.o.g. k = 1.

Prop. 6.7.10 shows that cl(pr(B̃)) ⊆ H2. From γ(0) ∈ H2 and γ(∞) ∈ gjI(B̃j) =
intg(∂gH1) it follows that γ((0,∞)) ∩ Sj 6= ∅.
Finally suppose that Sj 6= b(B̃). Let x ∈ gjI(B̃j) and choose y ∈ gjJ(B̃j).
Lemma 6.7.9 shows that there is w ∈ gj CS′(B̃j) such that the geodesic α on

H determined by w satisfies α(∞) = x. We will show that α(∞) ∈ I(B̃). By
definition, pr(w) ∈ Sj . Prop. 6.7.10 implies that w points out of cl(pr(B̃)).

Hence there is ε > 0 such that α((0, ε)) ⊆ ∁ cl(pr(B̃)). At first we will show
that α((0,∞)) ⊆ ∁ cl(pr(B̃)). Assume for contradiction that we find r ∈ [ε,∞)
such that α(r) ∈ cl(pr(B̃)). Let H1 and H2 be the open convex half-spaces
of H such that H is the disjoint union H1 ∪ S ∪H2 and suppose w.l.o.g. that
gj cl(pr(B̃j)) ⊆ H1. Then cl(pr(B̃)) ⊆ H2. Note that there is δ ∈ (0, ε) such

that α((0, δ]) ⊆ gj pr(B̃j)◦. Then α(r) ∈ H2 and α(δ) ∈ H1. Hence

α([δ, r]) ∩ ∂H1 = α([δ, r]) ∩ Sj 6= ∅.

Then the complete geodesic segments α(R) and Sj have two points in common,
which means that they are equal. This contradicts to α(δ) ∈ H1.

Now let K1,K2 be the open convex half-spaces of H such that H is the disjoint
union K1 ∪ b(B̃) ∪K2 and suppose that pr(B̃) ⊆ K1. Prop. 6.7.10 implies that
intg(∂gK1) = I(B̃). Assume for contradiction that α(∞) /∈ intg(∂gK1). Then

α(∞) ∈ ∂gK2. If α(∞) is an endpoint of b(B̃), then α(∞) ∈ ∂g pr(B̃). Since

cl(pr(B̃)) is a convex polyhedron, ∂g pr(B̃) = ∂g cl(pr(B̃)) and α(0) ∈ cl(pr(B̃)),

Lemma 6.7.6(iii) shows that α((0,∞)) ⊆ cl(pr(B̃)). This is a contradiction.
Therefore α(∞) ∈ intg(∂gK2). Then α(0,∞)∩b(B̃) 6= ∅, say α(t2) ∈ b(B̃). Since

pr(B̃) is a convex polyhedron with non-empty interior, for each z ∈ b(B̃) there
exists ε > 0 such that Bε(z) ∩K1 = Bε(z) ∩ pr(B̃). Consider z = α(t2). Then
there exists s ∈ (0,∞) such that α(s) ∈ pr(B̃), which again is a contradiction.
Thus α(∞) ∈ intg(∂gK1) = I(B̃).

Finally suppose that Sj = b(B̃). Since p(B̃, b(B̃)) = (B̃, id), Prop. 6.7.10 implies

that I(B̃) × gjI(B̃j) = I(B̃) × J(B̃). Hence gjI(B̃j) = J(B̃).

For B̃ ∈ B̃S,T let Sides(B̃) denote the set of sides of pr(B̃).

Corollary 6.7.20. Let B̃ ∈ B̃S,T. For each S ∈ Sides(B̃) set (B̃S , gS) := n(B̃, S).

Then I(B̃) is the disjoint union

I(B̃) =
(
I(B̃) ∩ ∂g pr(B̃)

)
∪

⋃

S∈Sides( eB)rb( eB)

gSI(B̃S).

Proof. Let K(B̃) denote the set on the right hand side of the claimed equality.
Prop. 6.7.19 shows that K(B̃) ⊆ I(B̃). For the converse inclusion let x ∈ I(B̃).
Pick any y ∈ J(B̃). By Lemma 6.7.9 there is a unique element v ∈ CS′(B̃) such
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that
(
γv(∞), γv(−∞)

)
= (x, y). Prop. 6.7.12 shows that either γv(∞) ∈ ∂g pr(B̃)

or there is a unique side S ∈ Sides(B̃) such that γv((0,∞)) intersects gS CS′(B̃S).
In the latter case, Lemma 6.7.9 shows that γv(∞) ∈ gSI(B̃S) and, since I(B̃) ∩
J(B̃) = ∅, Prop. 6.7.19 implies that S 6= b(B̃). Therefore I(B̃) ⊆ K(B̃). The
dichotomy between “x = γv(∞) ∈ ∂g pr(B̃)” and “γv((0,∞)) intersects a side S

of pr(B̃)” and the uniqueness of S shows that the union on the right hand side
is indeed disjoint.

Let Σ be the set of labels.

Corollary 6.7.21. The set Σ of labels is given by

Σ = {ε}∪
∪
{

(B̃, g) ∈ B̃S,T × Γ
∣∣∣ ∃ B̃′ ∈ B̃S,T ∃S ∈ Sides(B̃′)rb(B̃′) : (B̃, g) = n(B̃′, S)

}
.

Moreover, Σ is finite.

Proof. Note that for each B̃′ ∈ B̃S,T we have ∂g pr(B̃′) ∩ I(B̃′) 6= ∅. Thus, ε is
a label. Then the claimed equality follows immediately from Cor. 6.7.20. Since
B̃S,T is finite and each shifted cell in SH has only finitely many sides, Σ is
finite.

Example 6.7.22. For the Hecke triangle group Gn let A = {A}, S = {(A, Un)}
and T ≡ id. Then B̃S,T = {B̃1(A, Un)}. Set B̃ := B̃1(A, Un). Then the set of
labels is (cf. Example 6.7.14)

Σ =
{
ε,
(
B̃, UknS

) ∣∣∣ k ∈ {1, . . . , n− 1}
}
.

Example 6.7.23. Recall Example 6.7.15. If the shift map is T1, then the set
of labels is

Σ =
{
ε,
(
B̃2, g1

)
,
(
B̃4, id

)
,
(
B̃5, g2

)
,
(
B̃6, id

)
,
(
B̃3, g3

)
,
(
B̃5, id

)
,
(
B̃6, g4

)
,
(
B̃3, id

)
,

(
B̃1, g5

)
,
(
B̃2, g6

)
,
(
B̃4, g4

)}
.

With the shift map T2, the set of labels is

Σ =
{
ε,
(
B̃4, g7

)
,
(
B̃−1, g7

)
,
(
B̃2, g1

)
,
(
B̃4, id

)
,
(
B̃5, g2

)
,
(
B̃6, id

)
,
(
B̃3, g3

)
,

(
B̃5, id

)
,
(
B̃6, g4

)
,
(
B̃3, id

)
,
(
B̃−1, g4

)
,
(
B̃2, g6

)}
.

Definition and Remark 6.7.24. Let v ∈ CS′(B̃S,T) and suppose that γ is
the geodesic on H determined by v. Prop. 6.7.12 implies that there is a unique
sequence (tn)n∈J in R which satisfies the following properties:

(i) J = Z ∩ (a, b) for some interval (a, b) with a, b ∈ Z ∪ {±∞} and 0 ∈ (a, b),

(ii) the sequence (tn)n∈J is increasing,

(iii) t0 = 0,
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(iv) for each n ∈ J we have γ′(tn) ∈ CS and γ′((tn, tn+1)) ∩ CS = ∅ and
γ′((tn−1, tn)) ∩ CS = ∅ where we set tb := ∞ if b < ∞ and ta := −∞ if
a > −∞.

The sequence (tn)n∈J is said to be the sequence of intersection times of v
(w. r. t. CS).

Let v̂ ∈ ĈS and set v :=
(
π|

CS′(eBS,T)

)−1
(v̂). Then the sequence of intersection

times (w. r. t. CS) of v̂ and of each w ∈ π−1(v̂) is defined to be the sequence of
intersection times of v.

Now we define the geometric coding sequences.

Definition 6.7.25. For each s ∈ Σ we set

ĈSs :=
{
v̂ ∈ ĈS

∣∣ v̂ is labeled with s
}

and

CSs := π−1
(
ĈSs

)
=
{
v ∈ CS

∣∣ v is labeled with s
}
.

Let v̂ ∈ ĈS and let (tn)n∈J be the sequence of intersection times of v̂. Suppose
that γ̂ is the geodesic on Y determined by v̂. The geometric coding sequence of
v̂ is the sequence (an)n∈J in Σ defined by

an := s if and only if γ̂′(tn) ∈ ĈSs

for each n ∈ J .

Let v ∈ CS. The geometric coding sequence of v is defined to be the geometric
coding sequence of π(v).

Proposition 6.7.26. Let v ∈ CS′. Suppose that (tn)n∈J is the sequence of
intersection times of v and that (an)n∈J is the geometric coding sequence of v.
Let γ be the geodesic on H determined by v. Suppose that J = Z ∩ (a, b) with
a, b ∈ Z ∪ {±∞}.

(i) If b = ∞, then an ∈ Σr{ε} for each n ∈ J .

(ii) If b <∞, then an ∈ Σr{ε} for each n ∈ (a, b− 2] ∩ Z and ab−1 = ε.

(iii) Suppose that an = (B̃n, hn) for n ∈ (a, b− 1) ∩ Z and set

g0 := h0 if b ≥ 2,

gn+1 := gnhn+1 for n ∈ [0, b− 2) ∩ Z,

g−1 := id,

g−(n+1) := g−nh
−1
−n for n ∈ [1,−(a+ 1)) ∩ Z.

Then γ′(tn+1) ∈ gn CS′(B̃n) for each n ∈ (a, b− 1) ∩ Z.
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6. Cusp expansion

Proof. We start with some preliminary considerations which will prove (i) and
(ii) and simplify the argumentation for (iii). Let n ∈ J and consider w := γ′(tn).
The definition of geometric coding sequences shows that γ′(tn) ∈ CSan . Since
CS is the disjoint union

⋃
k∈Γ kCS′(B̃S,T) (see Prop. 6.7.2), there is a unique

k ∈ Γ such that k−1w ∈ CS′(B̃S,T). The label of k−1w is an. Let η be the
geodesic on H determined by k−1w. Note that η(t) := k−1γ(t + tn) for each
t ∈ R. The definition of labels shows that an = ε if and only if there is no next
point of intersection of η and CS. In this case γ′((tn,∞)) ∩ CS = ∅ and hence
b = n+ 1. This shows (i) and (ii). Suppose now that an = (B̃, g). Then there is
a next point of intersection of η and CS, say η′(s), and this is on gCS′(B̃). Then
k−1γ′(s + tn) ∈ gCS′(B̃) and k−1γ′((tn, s + tn)) ∩ CS = ∅. Hence tn+1 = s+ tn
and γ′(tn+1) ∈ kgCS′(B̃).

Now we show (iii). Suppose that b ≥ 2. Then v = γ′(t0) is labeled with (B̃0, h0).
Hence for the next point of intersection γ′(t1) of γ and CS we have

γ′(t1) ∈ h0 CS′(B̃0

)
= g0 CS′(B̃0

)
.

Suppose that we have already shown that

γ′(tn+1) ∈ gn CS′(B̃n
)

for some n ∈ [0, b−1)∩Z and that b ≥ n+3. By (i) resp. (ii), γ′((tn+1,∞))∩CS 6=
∅ and hence γ′(tn+1) is labeled with (B̃n+1, hn+1). Our preliminary considera-
tions show that

γ′(tn+2) ∈ gnhn+1 CS′(B̃n+1

)
= gn+1 CS′(B̃n+1

)
.

Therefore γ′(tn+1) ∈ gn CS′(B̃n) for each n ∈ [0, b− 1) ∩ Z.

Suppose that a ≤ −2. The element γ′(t−1) is labeled with (B̃−1, h−1). Since
γ′(t−1) ∈ kCS′(B̃S,T) for some k ∈ Γ, our preliminary considerations show that

γ′(t0) ∈ kh−1 CS′(B̃−1). Because γ′(t0) = v ∈ CS′(B̃S,T), Prop. 6.7.2 implies
that k = h−1

−1 and

γ′(t0) ∈ CS′(B̃−1

)
= g−1 CS′(B̃−1

)
and γ′(t−1) ∈ h−1

−1 CS′(B̃S,T

)
= g−2 CS′(B̃S,T

)
.

Suppose that we have already shown that

γ′(t−(n−1)) ∈ g−n CS′(B̃−n
)

and γ′(t−n) ∈ g−(n+1) CS′(B̃S,T

)

for some n ∈ [1,−a)∩Z and suppose that a ≤ −n−2. Then γ′(t−n−1) exists and
is labeled with (B̃−n−1, h−n−1). Since γ′(t−n−1) ∈ hCS′(B̃S,T) for some h ∈ Γ,

we know that γ′(t−n) ∈ hh−n−1 CS′(B̃−n−1). Therefore

γ′(t−n) ∈ hh−(n+1) CS′(B̃−(n+1)

)
∩ g−(n+1) CS′(B̃S,T

)
.

Prop. 6.7.2 implies that hh−(n+1) = g−(n+1) and γ′(t−n) ∈ g−(n+1) CS′(B̃−(n+1))
and

γ′(t−(n+1)) ∈ g−(n+1)h
−1
−(n+1) CS′(B̃S,T

)
= g−(n+2) CS′(B̃S,T

)
.

Therefore γ′(tn+1) ∈ gn CS′(B̃n) for each n ∈ (a,−1] ∩ Z. This completes the
proof.
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Let Λ denote the set of geometric coding sequences and let Λσ be the subset
of Λ which contains the geometric coding sequences (an)n∈(a,b)∩Z with a, b ∈
Z ∪ {±∞} for which b ≥ 2. Let Σall denote the set of all finite and one- or
two-sided infinite sequences in Σ. The left shift σ : Σall → Σall,

σ
(
(an)n∈J

)
k

:= ak+1 for all k ∈ J

induces a partially defined map σ : Λ → Λ resp. a map σ : Λσ → Λ. Suppose
that Seq: ĈS → Λ is the map which assigns to v̂ ∈ ĈS the geometric coding
sequence of v̂. Recall the first return map R from Sec. 5.

Proposition 6.7.27. The diagram

ĈS
R //

Seq

��

ĈS

Seq

��
Λ

σ // Λ

commutes. In particular, for v̂ ∈ ĈS, the element R(v̂) is defined if and only if
Seq(v̂) ∈ Λσ.

Proof. This follows immediately from the definition of geometric coding se-
quences, Prop. 6.7.12 and 6.7.26.

Set CSst := π−1(ĈSst) and CS′
st(B̃S,T) := CSst ∩CS′(B̃S,T) and let Λst denote

the set of two-sided infinite geometric coding sequences.

Remark 6.7.28. The set of geometric coding sequences of elements in CSst (or
only CS′

st(B̃S,T)) is Λst. Moreover, Λst ⊆ Λσ.

In the following we will show that (Λst, σ) is a symbolic dynamics for the geodesic
flow on Φ̂.

Lemma 6.7.29. Suppose that x, y ∈ ∂gHrbd, x < y. Then there exists a
connected component S = [a, b] of BS with a, b ∈ R, a < b, such that x < a <
y < b.

Proof. Consider the point z := y + iy−x2 . By Cor. 6.4.18 we find a pair (B, g)
in B × Γ such that z ∈ gB. Recall that each side of gB is a complete geodesic
segment. We claim that there is a non-vertical side S of gB which intersects
(y, z]. Assume for contradiction that no side of gB intersects the geodesic seg-
ment (y, z]. Then B arises from a strip precell in H and the two sides of gB are
vertical. Then gB = pr−1

∞ ([c, d]) ∩ H for some c, d ∈ R, c < d. From z ∈ gB
it follows that y = pr∞(z) ∈ ∂ggB = [c, d]. This is a contradiction to y /∈ bd.
Hence we find a side S of gB such that S ∩ (y, z] 6= ∅. Assume for contradiction
that S is vertical. Then S = (y,∞) and y ∈ ∂ggB, which again is a contradic-
tion. Thus, S is non-vertical. Suppose that S is the complete geodesic segment
[a, b] with a, b ∈ R, a < b. Since S is a (Euclidean) half-circle centered at some
r ∈ R and S intersects

(
y, y + iy−x2

)
, we know that x < a < y < b.
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6. Cusp expansion

For the proof of the following proposition recall that each connected component
of BS is a complete geodesic segment and that it is of the form pr(gCS′(B̃))
for some pair (B̃, g) ∈ B̃S,T × Γ. Conversely, for each pair (B̃, g) ∈ B̃S,T, the set

pr(gCS′(B̃)) is a connected component of BS.

Proposition 6.7.30. Let v,w ∈ CS′
st(B̃S,T). If the geometric coding sequences

of v and w are equal, then v = w.

Proof. Let
(
(B̃j, hj)

)
j∈Z

be the geometric coding sequence of v and let
(
(B̃′

j, kj)
)
j∈Z

be that of w. Suppose that v 6= w. Suppose first that

(
γv(∞), γv(−∞)

)
=
(
γw(∞), γw(−∞)

)
.

Prop. 6.7.26 shows that v ∈ CS′(B̃−1) and w ∈ CS′(B̃′
−1). Lemma 6.7.9 implies

that B̃−1 6= B̃′
−1, which shows that the geometric coding sequences of v and w

are different.

Suppose now that

(
γv(∞), γv(−∞)

)
6=
(
γw(∞), γw(−∞)

)
.

Assume for contradiction that
(
(B̃j , hj)

)
j∈Z

=
(
(B̃′

j , kj)
)
j∈Z

. Let (tn)n∈Z be the

sequence of intersection times of v and (sn)n∈Z be that of w. Prop 6.7.26(iii)
implies that for each n ∈ Z, the elements pr(γ′v(tn)) and pr(γ′w(sn)) are on the
same connected component of BS. For each connected component S of BS let
H1,S,H2,S denote the open convex half spaces such that H is the disjoint union
H = H1,S ∪ S ∪H2,S.

Suppose first that γv(∞) 6= γw(∞). Prop. 6.7.16 shows that γv(∞), γw(∞) /∈ bd.
By Lemma 6.7.29 we find a connected component S of BS such that γv(∞) ∈
∂gH1,Sr∂gS and γw(∞) ∈ ∂gH2,Sr∂gS (or vice versa). Since BS is a manifold,
each connected component of BS other than S is either contained in H1,S or in
H2,S. In particular, we may assume that pr(v),pr(w) ∈ H1,S. Then γv([0,∞)) ⊆
H1,S and γw((t,∞)) ⊆ H2,S for some t > 0. Hence there is n ∈ N such that
pr(γ′w(sn)) ∈ H2,S , which implies that pr(γ′v(tn)) and pr(γ′w(sn)) are not on the
same connected component of BS.

Suppose now that γv(−∞) 6= γw(−∞) and let S be a connected component
of BS auch that γv(−∞) ∈ ∂gH1,Sr∂gS and γw(−∞) ∈ ∂gH2,Sr∂gS (or vice
versa). Again, we may assume that pr(v),pr(w) ∈ H1,S . Then γv((−∞, 0]) ⊆
H1,S and γw(−∞, s)) ⊆ H2,S for some s < 0. Thus we find n ∈ N such that
pr(γ′w(s−n)) ∈ H2,S. Hence pr(γ′v(t−n)) and pr(γ′w(s−n)) are not on the same
connected component of BS. In both cases we find a contradiction. Therefore
the geometric coding sequences are not equal.

Corollary 6.7.31. The map Seq |cCSst

: ĈSst → Λst is bijective.

Remark 6.7.32. If there is more than one shifted cell in SH or if there is a strip
precell in H, then the map Seq: ĈSrĈSst → ΛrΛst is not injective. This is
due to the decision to label each v ∈ CS′(B̃), for each B̃ ∈ B̃S,T, with the same
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6.8. Reduction and arithmetic symbolic dynamics

label ε if γv(∞) ∈ ∂g pr(B̃) without distinguishing between different points in

∂g pr(B̃) and without distinguishing between different shifted cells in SH.

Let Cod :=
(
Seq |cCSst

)−1
: Λst → ĈSst.

Corollary 6.7.33. The diagram

ĈSst

R // ĈSst

Λst
σ //

Cod

OO

Λst

Cod

OO

commutes and (Λst, σ) is a symbolic dynamics for the geodesic flow on Y .

We end this section with the explanation of the acronyms NC and NIC (cf.
Remark 6.5.5).

Remark 6.7.34. Let v̂ be a unit tangent vector in SH based on B̂S and let γ̂ be
the geodesic determined by v̂. Then v̂ has no geometric coding sequence if and
only if v̂ /∈ ĈS. By Prop. 6.7.7 this is the case if and only if γ̂ ∈ NC. This is the
reason why NC stands for “not coded”.

Suppose now that v̂ ∈ ĈS. Then the geometric coding sequence is not two-sided
infinite if and only if γ̂ does not intersect ĈS infinitely often in past and future,
which by Prop. 6.7.16 is equivalent to γ̂ ∈ NIC. This explains why NIC is for
“not infinitely often coded”.

6.8. Reduction and arithmetic symbolic dynamics

Let Γ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point and which satisfies (A2). Suppose that the set of relevant isometric spheres
is non-empty. Fix a basal family A of precells in H and let B be the family of
cells in H assigned to A. Let S be a set of choices associated to A and suppose
that B̃S is the family of cells in SH associated to A and S. Let T be a shift map
for B̃S and let B̃S,T denote the family of cells in SH associated to A, S and T.

Recall the geometric symbolic dynamics for the geodesic flow on Y which we
constructed in Sec. 6.7 with respect to A, S and T. In particular, recall the
set CS′(B̃S,T) of representatives for the cross section ĈS = ĈS(B̃S,T), its subsets

CS′(B̃) for B̃ ∈ B̃S,T, and the definition of the labeling of ĈS.

Let v ∈ CS′(B̃) for some B̃ ∈ B̃S,T and consider the geodesic γv on H determined
by v. Suppose that (an)n∈J is the geometric coding sequence of v. The com-
bination of Prop. 6.7.19 and 6.7.12 allows to determine the label a0 of v from
the location of γv(∞), and then to iteratively reconstruct the complete future
part (an)n∈[0,∞)∩J of the geometric coding sequence of v. Hence, if the unit

tangent vector v ∈ CS′(B̃S,T) is known, or more precisely, if the shifted cell B̃
in SH with v ∈ CS′(B̃) is known, then one can reconstruct at least the future
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6. Cusp expansion

part of the geometric coding sequence of v. However, if γv intersects CS′(B̃S,T)

in more than one point, then one cannot derive the shifted cell B̃ in SH from
the endpoints of γv and therefore one cannot construct a symbolic dynamics
or discrete dynamical system on the boundary ∂gH of H which is conjugate to

(ĈS, R) or (ĈSst, R). Recall from Sec. 5 that R denotes the first return map.

To overcome this problem, we restrict, in Sec. 6.8.1, our cross section ĈS to a
subset ĈSred(B̃S,T) (resp. to ĈSst,red(B̃S,T) for the strong cross section ĈSst). We

will show that ĈSred(B̃S,T) and ĈSst,red(B̃S,T) are cross sections for the geodesic

flow on Y w. r. t. to the same measure as ĈS and ĈSst. More precisely, it will
turn out that exactly those geodesics on Y which intersect ĈS at all also in-
tersect ĈSred(B̃S,T) at all, and that exactly those which intersect ĈS infinitely

often in future and past also intersect ĈSred(B̃S,T) infinitely often in future and

past. Moreover, ĈSst,red(B̃S,T) is the maximal strong cross section contained in

ĈSred(B̃S,T). In contrast to ĈS and ĈSst, the sets ĈSred(B̃S,T) and ĈSst,red(B̃S,T)

do depend on the choice of the family B̃S,T. Moreover, we will find discrete

dynamical systems (D̃S, F̃ ) and (D̃Sst, F̃st) with D̃Sst ⊆ D̃S ⊆ R × R which are

conjugate to (ĈSred(B̃S,T), R) resp. (ĈSst,red(B̃S,T), R).

In Sec. 6.8.2 we will introduce a natural labeling of ĈSred(B̃S,T) and define for

each v̂ ∈ ĈSred(B̃S,T) and each v ∈ CSred(B̃S,T) a so-called reduced coding se-
quence. The labeling is not only given by a geometric definition analogous
to that for the geometric symbolic dynamics. It is also induced, in the way ex-
plained in Sec. 5, by a certain decomposition of the set D̃S resp. D̃Sst. Therefore,
contrary to the geometric coding sequence, the reduced coding sequence of v can
completely be reconstructed from the location of the endpoints of the geodesic
γv. The labeling of ĈSred(B̃S,T) clearly restricts to a labeling of ĈSst,red(B̃S,T). In
Sec. 6.8.3 we will provide a (constructive) proof that in certain situations there
is a generating function for the future part of the symbolic dynamics arising
from the labeling of ĈSst,red(B̃S,T).

All construction in this process are of geometrical nature and effectively doable
in a finite number of steps. Moreover, the set of labels is finite.

6.8.1. Reduced cross section

The set {I(B̃) | B̃ ∈ B̃S,T} decomposes into two sequences

I1

(
B̃S,T

)
:=
{
I
(
B̃1,1

)
⊇ I
(
B̃1,2

)
⊇ . . . ⊇ I

(
B̃1,k1

)}

where I(B̃1,j) = (aj ,∞) and a1 < a2 < . . . < ak1, and

I2

(
B̃S,T

)
:=
{
I
(
B̃2,1

)
⊇ I
(
B̃2,2

)
⊇ . . . ⊇ I

(
B̃2,k2

)}

where I(B̃2,j) = (−∞, bj) and b1 > b2 > . . . > bk2.

Set I(B̃1,k1+1) := ∅ and

Ired
(
B̃1,j

)
:= I

(
B̃1,j

)
rI
(
B̃1,j+1

)
for j = 1, . . . , k1,
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and set I(B̃2,k2+1) := ∅ and

Ired
(
B̃2,j

)
:= I

(
B̃2,j

)
rI
(
B̃2,j+1

)
for j = 1, . . . , k2.

For each B̃ ∈ B̃S,T set

CS′
red

(
B̃
)

:=
{
v ∈ CS′(B̃

) ∣∣∣
(
γv(∞), γv(−∞)

)
∈ Ired

(
B̃
)
× J

(
B̃
)}

and

CS′
red

(
B̃S,T

)
:=

⋃

eB∈eBS,T

CS′
red

(
B̃
)
.

Define

ĈSred

(
B̃S,T

)
:= π

(
CS′

red

(
B̃S,T

))
and CSred

(
B̃S,T

)
:= π−1

(
ĈSred

(
B̃S,T

))
.

Further set

CS′
st,red

(
B̃
)

:= CS′
red

(
B̃
)
∩ CSst for each B̃ ∈ B̃S,T,

CS′
st,red

(
B̃S,T

)
:= CS′

red

(
B̃S,T

)
∩ CSst =

⋃

eB∈eBS,T

CS′
st,red

(
B̃
)
,

CSst,red

(
B̃S,T

)
:= CSred

(
B̃S,T

)
∩ CSst,

and ĈSst,red

(
B̃S,T

)
:= ĈSred

(
B̃S,T

)
∩ ĈSst.

Remark 6.8.1. Let B̃ ∈ B̃S,T. Note that the sets Ired(B̃) and CS′
red(B̃) not only

depend on B̃ but also on the choice of the complete family B̃S,T. The set CS′
red(B̃)

is identical to

{
v ∈ CS′(B̃

) ∣∣ γv
(
(0,∞)

)
∩ CS′(B̃S,T

)
= ∅
}
.

In other words, if we say that v ∈ CS′(B̃) has an inner intersection if and only if
γv((0,∞))∩CS′(B̃S,T) 6= ∅, then CS′

red(B̃) is the subset of CS′(B̃) of all elements
without inner intersection.

Remark 6.8.2. By Prop. 6.7.2, the union CS′(B̃S,T) =
⋃{CS′(B̃) | B̃ ∈ B̃S,T}

is disjoint and CS′(B̃S,T) is a set of representatives for ĈS. Since CS′
red(B̃) is

a subset of CS′(B̃) for each B̃ ∈ B̃S,T and ĈSred(B̃S,T) = π(CS′
red(B̃S,T)), the

set CS′(B̃S,T) is a set of representatives for ĈSred(B̃S,T) and CS′
red(B̃S,T) is the

disjoint union
⋃
g∈Γ gCS′

red(B̃S,T). Further, one easily sees that

π−1
(
ĈSst,red

(
B̃S,T

))
= CSst,red

(
B̃S,T

)

and

π
(
CS′

st,red

(
B̃S,T

))
= ĈSst,red

(
B̃S,T

)
.

Moreover, CS′
st,red(B̃S,T) is a set of representatives for ĈSst,red(B̃S,T).
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Example 6.8.3. Recall Example 6.7.15. Suppose first that the shift map is T1.
Then

I
(
B̃1

)
= (−∞, 1), I

(
B̃2

)
= (0,∞), I

(
B̃4

)
=
(

1
5 ,∞

)
, I

(
B̃6

)
=
(

2
5 ,∞

)
,

I
(
B̃5

)
=
(

3
5 ,∞

)
, I

(
B̃3

)
=
(

4
5 ,∞

)
.

Therefore we have

Ired
(
B̃1

)
= (−∞, 1), Ired

(
B̃2

)
=
(
0, 1

5

]
, Ired

(
B̃4

)
=
(

1
5 ,

2
5

]
,

Ired
(
B̃6

)
=
(

2
5 ,

3
5

]
, Ired

(
B̃5

)
=
(

3
5 ,

4
5

]
, Ired

(
B̃3

)
=
(

4
5 ,∞

)
.

If the shift map is T2, then we find

Ired
(
B̃−1

)
= (−∞, 0), Ired

(
B̃2

)
=
(
0, 1

5

]
, Ired

(
B̃4

)
=
(

1
5 ,

2
5

]
,

Ired
(
B̃6

)
=
(

2
5 ,

3
5

]
, Ired

(
B̃5

)
=
(

3
5 ,

4
5

]
, Ired

(
B̃3

)
=
(

4
5 ,∞

)
.

Note that with T2, the sets Ired(·) are pairwise disjoint, whereas with T1 they
are not.

Lemma 6.8.4. Let

(x, y) ∈
⋃

eB∈eBS,T

Ired
(
B̃
)
× J

(
B̃
)
.

Then there is a unique v ∈ CS′
red(B̃S,T) such that (x, y) =

(
γv(∞), γv(−∞)

)
.

Conversely, if v ∈ CS′
red(B̃S,T), then

(
γv(∞), γv(−∞)

)
∈

⋃

eB∈eBS,T

Ired
(
B̃
)
× J

(
B̃
)
.

Proof. The combination of the definition of CS′
red(B̃S,T) and Lemma 6.7.9 shows

that there is at least one v ∈ CS′
red(B̃S,T) such that

(
γv(∞), γv(−∞)

)
= (x, y)

and that for each B̃ ∈ B̃S,T there there is at most one such v. By construction,

(
Ired
(
B̃a
)
× J

(
B̃a
))

∩
(
Ired
(
B̃b
)
× J

(
B̃b
))

= ∅

for B̃a, B̃b ∈ B̃S,T, B̃a 6= B̃b. Hence there is a unique such v ∈ CS′
red(B̃S,T).

The remaining assertion is clear from the definition of the sets CS′
red(B̃) for

B̃ ∈ B̃S,T.

Let l1(B̃S,T) be the number of connected components of BS of the form (a,∞)

(geodesic segment) with a1 ≤ a ≤ ak1 and let l2(B̃S,T) be the number of con-
nected components of BS of the form (a,∞) with bk2 ≤ a ≤ b1. Define

l
(
B̃S,T

)
:= max

{
l1
(
B̃S,T

)
, l2
(
B̃S,T

)}
.
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6.8. Reduction and arithmetic symbolic dynamics

Proposition 6.8.5. Let v ∈ CS′(B̃S,T) and suppose that η is the geodesic on
H determined by v. Let (sj)j∈(α,β)∩Z be the geometric coding sequence of v.

Suppose that sj = (B̃j , hj) for j = 0, . . . , β − 2. For j = 0, . . . , β − 2 set

g−1 := id and gj := gj−1hj . If α = −1, then let B̃−1 be the shifted cell in SH

such that v ∈ CS′(B̃−1). Then

s0 := min
{
t ≥ 0

∣∣ η′(t) ∈ CSred

(
B̃S,T

)}

exists and

η′(s0) ∈
κ⋃

l=−1

gl CS′
red

(
B̃l
)

where κ := min{l(B̃S,T) − 1, β − 2}. More precisely, η′(s0) ∈ gl CS′
red(B̃l) for

l ∈ {−1, . . . , κ} if and only if η(∞) ∈ glIred(B̃l) and η(∞) /∈ gkIred(B̃k) for
k = −1, . . . , l − 1. Moreover, if v ∈ CS′

st(B̃S,T), then η′(s0) ∈ CSst,red(B̃S,T).

Proof. Let (tn)n∈(α,β)∩Z be the sequence of intersection times of v (w. r. t. CS).

Prop. 6.7.26(iii) resp. the choice of B̃−1 shows that η′(tn) ∈ gn−1 CS′(B̃n−1) for
each n ∈ [0, β) ∩ Z. Since CSred(B̃S,T) ⊆ CS, the minimum s0 exists if and only

if η′(tm) ∈ gm−1 CS′
red(B̃m−1) for some m ∈ [0, β) ∩ Z. In this case, s0 = tn and

η′(s0) ∈ gn−1 CS′
red(B̃n−1) where

n := min
{
m ∈ [0, β) ∩ Z

∣∣ η′(tm) ∈ gm−1 CS′
red

(
B̃m−1

)}
.

Suppose that s0 = tn. Note that for each m ∈ [0, β) ∩ Z we have that η(−∞) is
in J(B̃m−1). Then the definition of CS′

red(·) shows that

n = min
{
m ∈ [0, β) ∩ Z

∣∣ η(∞) ∈ gm−1Ired
(
B̃m−1

)}
.

Hence it remains to show that the element s0 exists and that s0 = tn for some
n ∈ {0, . . . , κ+ 1}.
W.l.o.g. suppose that I(B̃−1) ∈ I1(B̃S,T). Then I(B̃−1) = (a,∞) for some a ∈ R.
Let c1 < c2 < . . . < ck be the increasing sequence in R such that c1 = a and
ck = ak1 and such that the set

{(cj ,∞) | j = 1, . . . , k}

of geodesic segments is the set of connected components of BS of the form
(c,∞) with a ≤ c ≤ ak1. Then k ≤ l(B̃S,T). Let {(cji ,∞) | i = 1, . . . ,m}
be its subfamily (indexed by {1, . . . ,m}) of geodesic segments such that for
each i ∈ {1, . . . ,m} we have (cji ,∞) = b(B̃′

i) for some B̃′
i ∈ B̃S,T such that

b(B̃′
i) ∈ I1(B̃S,T) and cj1 ≤ cj2 ≤ . . . ≤ cjm. The definition of Ired(·) shows

that I(B̃−1) is the disjoint union
⋃m
i=1 Ired(B̃′

i). Moreover, J(B̃′
i) ⊇ J(B̃−1) for

i = 1, . . . ,m. From Lemma 6.7.9 we know that

(
η(∞), η(−∞)

)
∈ I(B̃−1) × J(B̃−1).
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6. Cusp expansion

Hence there is a unique i ∈ {1, . . . ,m} such that

(
η(∞), η(−∞)

)
∈ Ired(B̃′

i) × J(B̃′
i).

In turn, η intersects CS′
red(B̃′

i). Now, if η does not intersect CS′
red(B̃′

1) =

CS′
red(B̃−1), then η([0,∞)) intersects (c2,∞) and we have g0b(B̃0) = (c2,∞).

If η does not intersect g0 CS′
red(B̃0), then η([0,∞)) intersects (c3,∞) and hence

g1b(B̃1) = (c3,∞) and so on. This shows that

CS′(B̃′
i) = CS′(B̃ji−2) = gji−2 CS′(B̃ji−2)

and hence η′(tji−1) ∈ gji−2 CS′
red(B̃ji−2), where ji − 1 ≤ k ≤ l(B̃S,T). If β < ∞,

then ji − 1 ≤ β − 1. Thus, s0 exists and η′(s0) ∈
⋃κ
l=−1 gl CS′

red(B̃l). Finally, if

v ∈ CS′
st(B̃S,T), then η′(s0) ∈ CSst and hence η′(s0) ∈ CSst,red(B̃S,T).

Recall the shift map σ : Λ → Λ from Sec. 6.7.2.

Proposition 6.8.6. Let v ∈ CS′
red(B̃S,T) and suppose that η is the geodesic on

H determined by v. Let
(
sj
)
j∈(α,β)∩Z

be the geometric coding sequence of v.

Suppose that sj = (B̃j , hj) for j = 0, . . . , β − 2.

(i) Set g0 := h0 and for j = 0, . . . , β − 3 define gj+1 := gjhj+1. If there is a

next point of intersection of η and CSred(B̃S,T), then this is on

κ⋃

l=0

gl CS′
red

(
B̃l
)

where κ := min{l(S,T), β−2}. In this case it is on gl CS′
red(B̃l) if and only

if η(∞) ∈ glIred(B̃l) and η(∞) /∈ gkIred(B̃k) for k = 0, . . . , l − 1. If β ≥ 2,
then there is a next point of intersection of η and CSred(B̃S,T).

(ii) Suppose that v ∈ CS′
st,red(B̃S,T). Let (tn)n∈Z be the sequence of intersection

times of v (w. r. t. CS). Then there was a previous point of intersection of
η and CSred(B̃S,T) and this is contained in

{
η′(t−n)

∣∣ n = 1, . . . , l
(
B̃S,T

)
+ 1
}
.

Proof. We will first prove (i). Suppose that β ≥ 2. Then there is a next point
of intersection of η and CS. Let t0 be the first return time of v w. r. t. CS.
Then η′(t0) ∈ g0 CS′(B̃0). Set w := g−1

0 η′(t0). The geometric coding sequence
of w is given by σ

(
(sj)j∈(α,β)∩Z

)
. Let γ be the geodesic on H determined by w.

Prop. 6.8.5 shows that there is a next point of intersection of γ and CSred(B̃S,T),
say γ′(s0), and that

γ′(s0) ∈
κ⋃

l=0

g−1
0 gl CS′

red

(
B̃l
)
.

Note that the condition that κ ≤ β − 2 is caused by the length of the geometric
coding sequence, not by any properties of CSred(B̃S,T). Then η′(s0) = g0γ

′(s0)
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6.8. Reduction and arithmetic symbolic dynamics

is the next point of intersection of η and CSred(B̃S,T). The remaining part of (i)
is shown by Prop. 6.8.5.

To prove (ii) consider η′(t−(l(eBS,T)+1)
). There exists k ∈ Γ such that u :=

kη′(t−(l(eBS,T)+1)) ∈ CS′
st(B̃S,T). Let α be the geodesic on H determined by u.

The first l(B̃S,T) + 1 intersections of α′([0,∞)) and CS are given by

kη′
(
t−(l(eBS,T)+1)

)
, kη′

(
t−l(eBS,T)

)
, . . . , kη′

(
t−2

)
, kη′

(
t−1

)

(in this order). Prop. 6.8.5 implies that at least one of these is in CSred(B̃S,T).
Note that none of these elements equals kv. Hence there was a previous point
of intersection of η and CSred(B̃S,T).

Recall from Remark 6.5.5 that NIC denotes the set of geodesics on Y with at
least one endpoint contained in π(bd).

Corollary 6.8.7. Let µ be a measure on the space of geodesics on Y . The
sets ĈSred(B̃S,T) and ĈSst,red(B̃S,T) are cross sections w. r. t. µ if and only if NIC

is a µ-null set. Moreover, ĈSst,red(B̃S,T) is the maximal strong cross section

contained in ĈSred(B̃S,T).

Proof. Let v ∈ CS′
st(B̃S,T) and suppose that γ is the geodesic determined by v.

Since γ(R)∩CS ⊆ CSst, each intersection of γ and CSred(B̃S,T) is an intersection

of γ and CSst,red(B̃S,T). Then Prop. 6.8.6 implies that each geodesic on Y which

intersects ĈS infinitely often in future and past also intersects ĈSst,red(B̃S,T)
infinitely often in future and past. Because

CSst,red

(
B̃S,T

)
⊆ CSred

(
B̃S,T

)
⊆ CS,

Theorem 6.7.17 shows that ĈSred(B̃S,T) and ĈSst,red(B̃S,T) are cross section
w. r. t. µ if and only if µ(NIC) = 0.

Moreover, each geodesic on Y which does not intersect ĈS infinitely often in
future or past cannot intersect ĈSred(B̃S,T) or ĈSst,red(B̃S,T) infinitely often in

future or past. This and the previous observation imply that ĈSst,red(B̃S,T) is

indeed the maximal strong cross section contained in ĈSred(B̃S,T).

6.8.2. Reduced coding sequences and arithmetic symbolic dynamics

Analogous to the labeling of CS in Sec. 6.7.2 we define a labeling of CSred(B̃S,T).

Let v ∈ CS′
red(B̃S,T) and let γ denote the geodesic on H determined by v.

Suppose first that γ((0,∞)) ∩CSred(B̃S,T) 6= ∅. Prop. 6.8.6 implies that there is

a next point of intersection of γ and CSred(B̃S,T) and that this is on gCS′
red(B̃)

for a (uniquely determined) pair (B̃, g) ∈ B̃S,T × Γ. We endow v with the label

(B̃, g).
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6. Cusp expansion

Suppose now that γ((0,∞)) ∩ CSred(B̃S,T) = ∅. Then there is no next point of

intersection of γ and CSred(B̃S,T). We label v by ε.

Let v̂ ∈ ĈSred(B̃S,T) and let v :=
(
π|

CS′

red(eBS,T)

)−1
(v̂). The label of v̂ and of

each element in π−1(v̂) is defined to be the label of v.

Suppose that Σred denotes the set of labels of ĈSred(B̃S,T).

Remark 6.8.8. Recall from Cor. 6.7.21 that Σ is finite. Then Prop. 6.8.6 implies
that also Σred is finite. Moreover, Remark 6.7.11 shows that the elements of
Σ can be effectively determined. From Prop. 6.8.6 then follows that also the
elements of Σred can be effectively determined.

The following definition is analogous to the corresponding definitions in Sec. 6.7.2.

Definition 6.8.9. Let v ∈ CS′
red(B̃S,T) and suppose that γ is the geodesic on

H determined by v. Prop. 6.8.5 and 6.8.6 imply that there is a unique sequence
(tn)n∈J in R which satisfies the following properties:

(i) J = Z ∩ (a, b) for some interval (a, b) with a, b ∈ Z ∪ {±∞} and 0 ∈ (a, b),

(ii) the sequence (tn)n∈J is increasing,

(iii) t0 = 0,

(iv) for each n ∈ J we have γ′(tn) ∈ CSred(B̃S,T) and γ′((tn, tn+1))∩CSred(B̃S,T) =

∅ and γ′((tn−1, tn)) ∩ CSred(B̃S,T) = ∅ where we set tb := ∞ if b < ∞ and
ta := −∞ if a > −∞.

The sequence (tn)n∈J is said to be the sequence of intersection times of v
w. r. t. CSred(B̃S,T).

Let v̂ ∈ ĈSred(B̃S,T) and set v :=
(
π|

CS′

red(eBS,T)

)−1
(v̂). Then the sequence of

intersection times w. r. t. CSred(B̃S,T) of v̂ and of each w ∈ π−1(v̂) is defined to

be the sequence of intersection times of v w. r. t. CSred(B̃S,T).

For each s ∈ Σred set

ĈSred,s

(
B̃S,T

)
:=
{
v̂ ∈ ĈSred

(
B̃S,T

) ∣∣ v̂ is labeled with s
}

and

CSred,s

(
B̃S,T

)
:= π−1

(
ĈSred

(
B̃S,T

))
=
{
v ∈ CSred

(
B̃S,T

) ∣∣ v is labeled with s
}
.

Let v̂ ∈ ĈSred(B̃S,T) and let (tn)n∈J be the sequence of intersection times of v̂

w. r. t. CSred(B̃S,T). Suppose that γ̂ is the geodesic on Y determined by v̂. The
reduced coding sequence of v̂ is the sequence (an)n∈J in Σred defined by

an := s if and only if γ̂′(tn) ∈ ĈSred,s

(
B̃S,T

)

for each n ∈ J .
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6.8. Reduction and arithmetic symbolic dynamics

Let w ∈ CSred(B̃S,T). The reduced coding sequence of w is defined to be the
reduced coding sequence of π(w).

Let Λred denote the set of reduced coding sequences and let Λred,σ be the subset
of Λred which contains the reduced coding sequences (an)n∈(a,b)∩Z with a, b ∈
Z∪{±∞} for which b ≥ 2. Further, let Λst,red denote the set of two-sided infinite
reduced coding sequences. Let Σall

red be the set of all finite and one- or two-sided

infinite sequences in Σred. Finally, let Seqred : ĈSred(B̃S,T) → Λred be the map

which assigns to v̂ ∈ ĈSred(B̃S,T) the reduced coding sequence of v̂.

The proofs of Prop. 6.8.10, 6.8.11 and 6.8.12 are analogous to those of the
corresponding statements in Sec. 6.7.2.

Proposition 6.8.10. Let v ∈ CS′
red(B̃S,T). Suppose that (tn)n∈J is the sequence

of intersection times of v and that (an)n∈J is the reduced coding sequence of v.
Let γ be the geodesic on H determined by v. Suppose that J = Z ∩ (a, b) with
a, b ∈ Z ∪ {±∞}.

(i) If b = ∞, then an ∈ Σredr{ε} for each n ∈ J .

(ii) If b <∞, then an ∈ Σredr{ε} for each n ∈ (a, b− 2] ∩ Z and ab−1 = ε.

(iii) Suppose that an = (B̃n, hn) for n ∈ (a, b− 1) ∩ Z and set

g0 := h0 if b ≥ 2,

gn+1 := gnhn+1 for n ∈ [0, b− 2) ∩ Z,

g−1 := id,

g−(n+1) := g−nh
−1
−n for n ∈ [1,−(a+ 1)) ∩ Z.

Then γ′(tn+1) ∈ gn CS′
red(B̃n) for each n ∈ (a, b− 1) ∩ Z.

Proposition 6.8.11. Let v,w ∈ CS′
st,red(B̃S,T). If the reduced coding sequences

of v and w are equal, then v = w.

Proposition 6.8.12.

(i) The left shift σ : Σall
red → Σall

red induces a partially defined map σ : Λred → Λred

resp. a map σ : Λred,σ → Λred. Moreover, Λst,red ⊆ Λred,σ and σ restricts to
a map Λst,red → Λst,red.

(ii) The map Seqred |cCSst,red(eBS,T)
: ĈSst,red(B̃S,T) → Λst,red is bijective.

(iii) Let Codred :=
(
Seqred |cCSst,red(eBS,T)

)−1
. Then the diagrams

ĈSred

(
B̃S,T

) R //

Seqred

��

ĈSred

(
B̃S,T

)

Seqred

��

ĈSst,red

(
B̃S,T

) R // ĈSst,red

(
B̃S,T

)

Λred
σ // Λred Λst,red

σ //

Codred

OO

Λst,red

Codred

OO

commute and (Λst,red, σ) is a symbolic dynamics for the geodesic flow on
Y .
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We will now show that the reduced coding sequence of v̂ ∈ ĈSred(B̃S,T) can be
completely constructed from the knowledge of the pair τ(v̂).

Definition 6.8.13. Let B̃ ∈ B̃S,T. Define

Σred

(
B̃
)

:=
{
s ∈ Σred

∣∣ ∃ v ∈ CS′
red

(
B̃
)
: v is labeled with s

}

and for s ∈ Σred(B̃) set

Ds

(
B̃
)

:= Ired
(
B̃
)
∩ gIred

(
B̃′) if s =

(
B̃′, g

)

and
Dε

(
B̃
)

:= Ired
(
B̃
)
r
⋃{

Ds

(
B̃
) ∣∣ s ∈ Σred

(
B̃
)
r{ε}

}
.

Example 6.8.14. Recall the Example 6.7.15. Suppose first that the shift map
is T1. Then we have

Σred

(
B̃1

)
=
{
ε,
(
B̃1, g5

)
,
(
B̃4, g4

)
,
(
B̃6, g4

)
,
(
B̃5, g4

)
,
(
B̃3, g4

)}
,

Σred

(
B̃2

)
=
{
ε,
(
B̃2, g1

)
,
(
B̃4, g1

)
,
(
B̃6, g1

)
,
(
B̃5, g1

)
,
(
B̃3, g1

)}
,

Σred

(
B̃3

)
=
{
ε,
(
B̃1, g5

)
,
(
B̃2, g6

)
,
(
B̃4, g6

)
,
(
B̃6, g6

)
,
(
B̃5, g6

)
,
(
B̃3, g6

)}
,

Σred

(
B̃4

)
=
{
ε,
(
B̃5, g2

)
,
(
B̃3, g2

)}
,

Σred

(
B̃5

)
=
{
ε,
(
B̃6, g4

)
,
(
B̃5, g4

)
,
(
B̃3, g4

)}
,

Σred

(
B̃6

)
=
{
ε,
(
B̃3, g3

)}
.

Hence

D(
eB1,g5

)(B̃1

)
=
(

4
5 , 1
)
, D(

eB4,g4
)(B̃1

)
=
(
−∞, 3

5

]
, D(

eB6,g4
)(B̃1

)
=
(

3
5 ,

7
10

]
,

D(
eB5,g4

)(B̃1

)
=
(

7
10 ,

11
15

]
, D(

eB3,g4
)(B̃1

)
=
(

11
15 ,

4
5

)
, Dε

(
B̃1

)
=
{

4
5

}
,

and

D(
eB2,g1

)(B̃2

)
=
(
0, 1

10

]
, D(

eB4,g1
)(B̃2

)
=
(

1
10 ,

2
15

]
, D(

eB6,g1
)(B̃2

)
=
(

2
15 ,

3
20

]
,

D(
eB5,g1

)(B̃2

)
=
(

3
20 ,

4
25

]
, D(

eB3,g1
)(B̃2

)
=
(

4
25 ,

1
5

)
, Dε

(
B̃2

)
=
{

1
5

}
,

and

D(
eB1,g5

)(B̃3

)
=
(

4
5 , 1
)
, D(

eB2,g6
)(B̃3

)
=
(
1, 6

5

]
, D(

eB4,g6
)(B̃3

)
=
(

6
5 ,

7
5

]
,

D(
eB6,g6

)(B̃3

)
=
(

7
5 ,

8
5

]
, D(

eB5,g6
)(B̃3

)
=
(

8
5 ,

9
5

]
, D(

eB3,g6
)(B̃3

)
=
(

9
5 ,∞

)
,

Dε

(
B̃3

)
= {1},

and

D(
eB5,g2

)(B̃4

)
=
(

1
5 ,

3
10

]
, D(

eB3,g2
)(B̃4

)
=
(

3
10 ,

2
5

)
, Dε

(
B̃4

)
=
{

2
5

}
,
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and

D(
eB6,g4

)(B̃5

)
=
(

3
5 ,

7
10

]
, D(

eB5,g4
)(B̃5

)
=
(

7
10 ,

11
15

]
, D(

eB3,g4
)(B̃5

)
=
(

11
15 ,

4
5

)
,

Dε

(
B̃5

)
=
{

4
5

}
,

and

D(
eB3,g3

)(B̃6

)
=
(

2
5 ,

3
5

)
, Dε

(
B̃6

)
=
{

3
5

}
.

Suppose now that the shift map is T2. Then Σred

(
B̃2

)
,Σred

(
B̃4

)
,Σred

(
B̃5

)
and

Σred

(
B̃6

)
are as for T1. The sets D∗

(
B̃2

)
,D∗

(
B̃4

)
,D∗

(
B̃5

)
and D∗

(
B̃6

)
remain

unchanged as well. We have

Σred

(
B̃−1

)
=
{
ε,
(
B̃−1, g7

)
,
(
B̃4, g7

)
,
(
B̃6, g7

)
,
(
B̃5, g7

)
,
(
B̃3, g7

)}

and

Σred

(
B̃3

)
=
{
ε,
(
B̃−1, g4

)
,
(
B̃2, g2

)
,
(
B̃4, g6

)
,
(
B̃6, g6

)
,
(
B̃5, g6

)
,
(
B̃3, g6

)}
.

Therefore

D(
eB−1,g7

)(B̃−1

)
=
(
− 1

5 , 0
)
, D(

eB4,g7
)(B̃−1

)
=
(
−∞,−2

5

)
,

D(
eB6,g7

)(B̃−1

)
=
(
− 2

5 ,− 3
10

)
, D(

eB5,g7
)(B̃−1

)
=
(
− 3

10 ,− 4
15

)
,

D(
eB3,g7

)(B̃−1

)
=
(
− 4

15 ,−1
5

)
, Dε

(
B̃−1

)
=
{
− 1

5

}
,

and

D(
eB−1,g4

)(B̃3

)
=
(

4
5 , 1
)
, D(

eB2,g6
)(B̃3

)
=
(
1, 6

5

]
,

D(
eB4,g6

)(B̃3

)
=
(

6
5 ,

7
5

]
, D(

eB6,g6
)(B̃3

)
=
(

7
5 ,

8
5

]
,

D(
eB5,g6

)(B̃3

)
=
(

8
5 ,

9
5

]
, D(

eB3,g6
)(B̃3

)
=
(

9
5 ,∞

)
,

Dε

(
B̃3

)
= {1}.

The next corollary follows immediately from Prop. 6.8.6.

Corollary 6.8.15. Let B̃ ∈ B̃S,T. Then Ired(B̃) decomposes into the disjoint

union
⋃{Ds(B̃) | s ∈ Σred(B̃)}. Let v ∈ CS′

red(B̃) and suppose that γ is the
geodesic on H determined by v. Then v is labeled with s if and only if γ(∞)
belongs to Ds(B̃).

Our next goal is to find a discrete dynamical system on the geodesic boundary
of H which is conjugate to (ĈSred(B̃S,T), R). To that end we set

D̃S :=
⋃

eB∈eBS,T

Ired
(
B̃
)
× J

(
B̃
)
.
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6. Cusp expansion

For B̃ ∈ B̃S,T and s ∈ Σred(B̃) we set

D̃s

(
B̃
)

:= Ds

(
B̃
)
× J

(
B̃
)
.

We define the partial map F̃ : D̃S → D̃S by

F̃ | eDs( eB)(x, y) := (g−1x, g−1y)

if s = (B̃′, g) ∈ Σred(B̃) and B̃ ∈ B̃S,T.

Recall the map

τ :

{
ĈSred

(
B̃S,T

)
→ ∂gH × ∂gH

v̂ 7→
(
γv(∞), γv(−∞)

)

where v :=
(
π|

CS′

red(eBS,T)

)−1
(v̂) and γv is the geodesic on H determined by v.

Proposition 6.8.16. The set D̃S is the disjoint union

D̃S =
⋃{

D̃s

(
B̃
) ∣∣∣ B̃ ∈ B̃S,T, s ∈ Σred

(
B̃
)}

.

If (x, y) ∈ D̃S, then there is a unique element v ∈ CS′
red(B̃S,T) such that

(
γv(∞), γv(−∞)

)
= (x, y).

If and only if (x, y) ∈ D̃s(B̃), the element v is labeled with s. Moreover, the

partial map F̃ is well-defined and the discrete dynamical system (D̃S, F̃ ) is con-

jugate to (ĈSred(B̃S,T), R) via τ .

Proof. The sets Ired(B̃)× J(B̃), B̃ ∈ B̃S,T, are pairwise disjoint by construction.

Cor. 6.8.15 states that for each B̃ ∈ B̃S,T the set Ired(B̃) is the disjoint union⋃{Ds(B̃) | s ∈ Σred(B̃)}. Therefore, the sets D̃s(B̃), B̃ ∈ B̃S,T, s ∈ Σred(B̃), are
pairwise disjoint and

D̃S =
⋃{

D̃s

(
B̃
) ∣∣∣ B̃ ∈ B̃S,T, s ∈ Σred

(
B̃
)}

.

This implies that F̃ is well-defined. Let (x, y) ∈ D̃S. By Lemma 6.8.4 there is
a unique B̃ ∈ B̃S,T and a unique v ∈ CS′

red(B̃) such that
(
γv(∞), γv(−∞)

)
=

(x, y). Cor. 6.8.15 shows that v is labeled with s ∈ Σred if and only if γv(∞) ∈
Ds(B̃), hence if (x, y) ∈ D̃s(B̃). It remains to show that (D̃S, F̃ ) is conjugate

to (ĈSred(B̃S,T), R) by τ . Lemma 6.8.4 shows that τ is a bijection between

ĈSred(B̃S,T) and D̃S. Let v̂ ∈ ĈSred and v :=
(
π|

CS′

red(eBS,T)

)−1
(v̂). Suppose that

B̃ ∈ B̃S,T is the (unique) shifted cell in SH such that v ∈ CS′
red(B̃), and let

(sj)j∈(α,β)∩Z be the reduced coding sequence of v. Recall that s0 is the label of

v and v̂. Cor. 6.8.15 shows that γv(∞) ∈ Ds0(B̃). The map R is defined for v̂ if
and only if s0 6= ε. In precisely this case, F̃ is defined for τ(v̂).
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6.8. Reduction and arithmetic symbolic dynamics

Suppose that s0 6= ε, say s0 = (B̃′, g). Then the next intersection of γv
and CSred(B̃S,T) is on gCS′

red(B̃′), say it is w. Then R(v̂) = π(w) =: ŵ

and
(
π|CS′

red(eBS,T)

)−1
(ŵ) = g−1w. Let η be the geodesic on H determined by

g−1w. We have to show that F̃ (τ(v̂)) =
(
η(∞), η(−∞)

)
. To that end note that

gη(R) = γv(R) and hence
(
η(∞), η(−∞)

)
=
(
g−1γv(∞), g−1γv(−∞)

)
. Since

τ(v̂) ∈ D̃s0(B̃), the definition of F̃ shows that

F̃ (τ(v̂)) = F̃
(
(γv(∞), γv(−∞))

)
=
(
g−1γv(∞), g−1γv(−∞)

)
=
(
η(∞), η(−∞)

)
.

Thus, (D̃S, F̃ ) is conjugate to (ĈSred(B̃S,T), R) by τ .

The following corollary proves that we can reconstruct the future part of the
reduced coding sequence of v̂ ∈ ĈSred(B̃S,T) from τ(v̂).

Corollary 6.8.17. Let v̂ ∈ ĈSred(B̃S,T) and suppose that (sj)j∈J is the reduced
coding sequence of v. Then

sj = s if and only if F̃ j
(
τ(v̂)

)
∈ D̃s

(
B̃
)

for some B̃ ∈ B̃S,T

for each j ∈ J ∩ N0. For j ∈ N0rJ , the map F̃ j is not defined for τ(v̂).

The next proposition shows that we can also reconstruct the past part of the
reduced coding sequence of v̂ ∈ ĈSred(B̃S,T) from τ(v̂). Its proof is constructive.

Proposition 6.8.18.

(i) The elements of

{
g−1D̃( eB,g)

(
B̃′) ∣∣∣ B̃′ ∈ B̃S,T,

(
B̃, g

)
∈ Σred

(
B̃′)}

are pairwise disjoint.

(ii) Let v̂ ∈ ĈSred(B̃S,T) and suppose that (aj)j∈J is the reduced coding sequence
of v̂. Then −1 ∈ J if and only if

τ(v̂) ∈
⋃{

g−1D̃
( eB,g)

(
B̃′) ∣∣∣ B̃′ ∈ B̃S,T,

(
B̃, g

)
∈ Σred

(
B̃′)} .

In this case,

a−1 =
(
B̃, g

)
if and only if τ(v̂) ∈ g−1D̃

( eB,g)
(
B̃′)

for some B̃′ ∈ B̃S,T and (B̃, g) ∈ Σred(B̃′).

Proof. We will prove (ii), which directly implies (i). To that end set

v :=
(
π|

CS′

red(eBS,T)

)−1
(v̂)

and suppose that (tj)j∈J is the sequence of intersection times of v w. r. t. CSred(B̃S,T).
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6. Cusp expansion

Suppose first that v ∈ CS′
red(B̃) and that −1 ∈ J . Then there exists a (unique)

pair (B̃′, g) ∈ B̃S,T×Γ such that γ′v(t−1) ∈ g−1 CS′
red(B̃′). Since the unit tangent

vector γ′v(t0) = v is contained in CS′
red(B̃), the element γ′v(t−1) is labeled with

(B̃, g). Hence (B̃, g) ∈ Σred(B̃′). Then

τ(v̂) =
(
γv(∞), γv(−∞)

)
∈
(
g−1Ired

(
B̃′)× g−1J

(
B̃′)) ∩

(
Ired
(
B̃
)
× J

(
B̃
))

=
(
g−1Ired

(
B̃′) ∩ Ired

(
B̃
))

×
(
g−1J

(
B̃′) ∩ J

(
B̃
))

= g−1
((
Ired
(
B̃′) ∩ gIred

(
B̃
))

×
(
J
(
B̃
)
∩ gJ

(
B̃
)))

⊆ g−1D̃( eB,g)
(
B̃′).

Conversely suppose that τ(v̂) ∈ g−1D̃( eB,g)(B̃′) for some B̃′ ∈ B̃S,T and some

(B̃, g) ∈ Σred(B̃′). Consider the geodesic η := gγv . Then

(
η(∞), η(−∞)

)
= gτ(v̂) ∈ D̃( eB,g)

(
B̃′).

By Prop. 6.8.16, there is a unique u ∈ CS′
red(B̃S,T) such that

(
γu(∞), γu(−∞)

)
=(

η(∞), η(−∞)
)
. Moreover, u is labeled with (B̃, g). Let (sk)k∈K be the sequence

of intersection times of u w. r. t. CSred(B̃S,T). Then 1 ∈ K and, by Prop. 6.8.16,

τ
(
π(γ′u(s1))

)
= τ

(
R(π(u))

)
= F̃

(
τ(π(u))

)
= F̃

(
γu(∞), γu(−∞)

)

=
(
g−1γu(∞), g−1γu(−∞)

)
=
(
γv(∞), γv(−∞)

)
= τ(v̂).

This shows that γ′u(s1) = gv = gγ′v(t0). Then

g−1γ′u(s0) ∈ γ′v
(
(−∞, 0)

)
∩ CSred

(
B̃S,T

)
.

Hence, there was a previous point of intersection of γv and CSred(B̃S,T) and this

is g−1γ′u(s0). Recall that g−1γ′u(s0) is labeled with (B̃, g). This completes the
proof.

Let F̃bk : D̃S → D̃S be the partial map defined by

F̃bk|g−1 eD
( eB,g)

( eB′)
(x, y) := (gx, gy)

for B̃′ ∈ B̃S,T and (B̃, g) ∈ Σred(B̃′).

Corollary 6.8.19.

(i) The partial map F̃bk is well-defined.

(ii) Let v̂ ∈ ĈSred(B̃S,T) and suppose that (sj)j∈J is the reduced coding sequence

of v̂. For each j ∈ J ∩ (−∞,−1] and each (B̃, g) ∈ Σred we have

sj = (B̃, g) if and only if F̃ jbk
(
τ(v̂)

)
∈ g−1D̃( eB,g)

(
B̃′)

for some B̃′ ∈ B̃S,T. For j ∈ Z<0rJ , the map F̃ j
bk

is not defined for τ(v̂).
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6.8. Reduction and arithmetic symbolic dynamics

We end this section with the statement of the discrete dynamical system which
is conjugate to the strong reduced cross section ĈSst,red(B̃S,T).

The set of labels of ĈSst,red(B̃S,T) is given by

Σst,red := Σredr{ε}.

For each B̃ ∈ B̃S,T set

Σst,red

(
B̃
)

:= Σred

(
B̃
)
r{ε}.

Recall the set bd from Sec. 6.5. For s ∈ Σst,red(B̃) set

Dst,s

(
B̃
)

:= Ds

(
B̃
)
rbd

and

D̃st,s

(
B̃
)

:= Dst,s

(
B̃
)
×
(
J
(
B̃
)
rbd

)
.

Further let
D̃Sst :=

⋃

eB∈eBS,T

(
Ired
(
B̃
)
rbd

)
×
(
J
(
B̃
)
rbd

)

and define the map F̃st : D̃Sst → D̃Sst by

F̃st| eDst,s( eB)(x, y) := (g−1x, g−1y)

if s = (B̃′, g) ∈ Σst,red(B̃) and B̃ ∈ B̃S,T. The map F̃st is the “restriction” of F̃

to the strong reduced cross section ĈSst,red(B̃S,T). In particular, the following
proposition is the “reduced” analogon of Prop. 6.8.16.

Proposition 6.8.20.

(i) The set D̃Sst is the disjoint union

D̃Sst =
⋃{

D̃st,s

(
B̃
) ∣∣∣ B̃ ∈ B̃S,T, s ∈ Σst,red

(
B̃
)}

.

If (x, y) ∈ D̃Sst, then there is a unique element v ∈ CS′
st,red(B̃S,T) such that(

γv(∞), γv(−∞)
)

= (x, y). If and only if (x, y) ∈ D̃st,s(B̃), the element v
is labeled with s.

(ii) The map F̃st is well-defined and the discrete dynamical system
(
D̃Sst, F̃st

)

is conjugate to
(
ĈSst,red(B̃S,T), R

)
via τ .

6.8.3. Generating function for the future part

Suppose that the sets Ired(B̃), B̃ ∈ B̃S,T, are pairwise disjoint. Set

DS :=
⋃

eB∈eBS,T

Ired
(
B̃
)
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6. Cusp expansion

and consider the partial map F : DS → DS given by

F |Ds( eB)x := g−1x

if s = (B̃′, g) ∈ Σred(B̃) and B̃ ∈ B̃S,T.

Proposition 6.8.21.

(i) The set DS is the disjoint union

DS =
⋃{

Ds

(
B̃
) ∣∣∣ B̃ ∈ B̃S,T, s ∈ Σred

(
B̃
)}

.

If x ∈ DS, then there is (a non-unique) v ∈ CS′
red(B̃S,T) such that γv(∞) =

x. Suppose that v ∈ CS′
red(B̃S,T) with γv(∞) = x and let (an)n∈J be the

reduced coding sequence of v. Then a0 = s if and only if x ∈ Ds(B̃) for
some B̃ ∈ B̃S,T.

(ii) The partial map F is well-defined.

Proof. Suppose that B̃1, B̃2 ∈ B̃S,T and s1 ∈ Σred(B̃1), s2 ∈ Σred(B̃2) such that

Ds1(B̃1)∩Ds2(B̃2) 6= ∅. Pick x ∈ Ds1(B̃1)∩Ds2(B̃2). Then x ∈ Ired(B̃1)∩Ired(B̃2),
which implies that B̃1 = B̃2. Now Cor. 6.8.15 yields that s1 = s2. Therefore the
union in (i) is disjoint and hence F is well-defined. Cor. 6.8.15 shows that the
union equals DS.

Let (x, y) ∈ D̃S. Then (x, y) ∈ D̃s(B̃) if and only if x ∈ Ds(B̃). Prop. 6.8.16
implies the remaining statements of (i).

Prop. 6.8.21 shows that

(
F, (DSs(B̃)) eB∈eBS,T,s∈Σred( eB)

)

is like a generating function for the future part of the symbolic dynamics (Λred, σ).
In comparison with a real generating function, the map i : Λred → DS is missing.
Indeed, if there are strip precells in H, then there is no unique choice for the
map i. To overcome this problem, we restrict ourselves to the strong reduced
cross section ĈSst,red(B̃S,T).

Proposition 6.8.22. Let v,w ∈ CS′
st,red(B̃S,T). Suppose that (an)n∈Z is the

reduced coding sequence of v and (bn)n∈Z that of w. If (an)n∈N0 = (bn)n∈N0 ,
then γv(∞) = γw(∞).

Proof. The proof of Prop. 6.7.30 shows the corresponding statement for geomet-
ric coding sequences. The proof of the present statement is analogous.

We set

DSst :=
⋃

eB∈eBS,T

Ired
(
B̃
)
rbd
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6.8. Reduction and arithmetic symbolic dynamics

and define the map Fst : DSst → DSst by

Fst|Dst,s( eB)
x := g−1x

if s = (B̃′, g) ∈ Σst,red(B̃) and B̃ ∈ B̃S,T. Further define i : Λst,red → DSst by

i
(
(an)n∈Z

)
:= γv(∞),

where v ∈ CS′
st,red(B̃S,T) is the unit tangent vector with reduced coding sequence

(an)n∈N. Prop. 6.8.11 shows that v is unique, and Prop. 6.8.22 shows that i only
depends on (an)n∈N0 . Therefore

(
Fst, i, (Ds(B̃)) eB∈eBS,T,s∈Σst,red( eB)

)

is a generating function for the future part of the symbolic dynamics (Λst,red, σ).

Example 6.8.23. For the Hecke triangle group Gn and its family of shifted
cells B̃S,T = {B̃} from Example 6.7.22 we have I(B̃) = Ired(B̃) and Σred = Σ.
Obviously, the associated symbolic dynamics (Λ, σ) has a generating function for
the future part. Recall the set bd from Sec. 6.5. Here we have bd = Gn∞ = Q.
Then

DS = R+ and DSst = R+rQ.

Since there is only one (shifted) cell in SH, we omit B̃ from the notation in the
following. We have

Dg = (g0, g∞) and Dst,g = (g0, g∞)rQ for g ∈
{
UknS

∣∣ k = 1, . . . , n− 1
}
.

The generating function for the future part of (Λ, σ) is F : DS → DS,

F |Dgx := g−1x for g ∈
{
UknS

∣∣ k = 1, . . . , n− 1
}
..

For the symbolic dynamics (Λst, σ) arising from the strong cross section ĈSst

the generating function for the future part is Fst : DSst → DSst,

Fst|Dst,gx := g−1x for g ∈
{
UknS

∣∣ k = 1, . . . , n− 1
}
.

Example 6.8.24. Recall Example 6.8.3. If the shift map is T2, then the sets
Ired(·) are pairwise disjoint and hence there is a generating function for the future
part of the symbolic dynamics. In contrast, if the shift map is T1, the sets Ired(·)
are not disjoint. Suppose that γ is a geodesic on H such that γ(∞) = 1

2 . Then

γ intersects CS′
red

(
B̃S,T1

)
in, say, v. Example 6.8.14 shows that one cannot

decide whether v ∈ CS′ (B̃6

)
and hence is labeled with

(
B̃3, g3

)
, or whether

v ∈ CS′ (B̃1

)
and thus is labeled with

(
B̃4, g4

)
. This shows that the symbolic

dynamics arising from the shift map T1 does not have a generating function for
the future part.
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7. Transfer operators

Suppose that (X, f) is a discrete dynamical system, where X is a set and f is
a self-map of X. Further let ψ : X → C be a function. The transfer operator L
of (X, f) with potential ψ is defined by

Lϕ(x) =
∑

y∈f−1(x)

eψ(y)ϕ(y)

with some space of complex-valued functions on X as domain of definition.

The main purposes of a transfer operator are to find invariant measures for
the dynamical system and to provide, by means of Fredholm determinants,
a relation to the dynamical zeta function of f (see, e. g., [CAM+08, Sec. 14],
[Rue02], [May]). This involves a study of the spectral properties of the transfer
operator L, for which in turn one needs to investigate several properties of the
dynamical system (X, f), the potential ψ and possible domains of definition for
the transfer operator. All these questions we will leave for future work and we
will define our transfer operators on a very general space, namely the set of all
complex-valued functions on X. Further, we will only consider potentials of the
type

ψ(y) = −β log |f ′(y)|,
where β ∈ C.

Let Γ be a geometrically finite subgroup of PSL(2,R) of which ∞ is a cuspidal
point and which satisfies (A2). Suppose that the set of relevant isometric spheres
is non-empty. Fix a basal family A of precells in H and let B be the family of
cells in H assigned to A. Let S be a set of choices associated to A and suppose
that B̃S is the family of cells in SH associated to A and S. Let T be a shift map
for B̃S and let B̃S,T denote the family of cells in SH associated to A, S and T.

We restrict ourselves to the strong reduced cross section ĈSst,red(B̃S,T). Recall

the discrete dynamical system (DSst, F̃st) from Sec. 6.8.2 as well as the set Σst,red,

its subsets Σst,red(B̃) and the sets D̃st,s(B̃). The local inverses of F̃st are

F̃ eB,s :=

(
F̃st| eDst,s

(
eB
)
)−1

:

{
F̃st

(
D̃st,s

(
B̃
))

→ D̃st,s

(
B̃
)

(x, y) 7→ (gx, gy)

for s ∈ Σst,red(B̃), B̃ ∈ B̃S,T. To abbreviate, we set

Ẽ eB,s := F̃st

(
D̃st,s

(
B̃
))

for s ∈ Σst,red(B̃), B̃ ∈ B̃S,T.
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7. Transfer operators

For two sets M,N let Fct(M,N) denote the set of functions from M to N . Then
the transfer operator with parameter β ∈ C

Lβ : Fct(D̃st,C) → Fct(D̃st,C)

associated to F̃st is given by (see [CAM+08, Sec. 9.2])

(Lβϕ) (x, y) :=
∑

eB∈eBS,T

∑

s∈Σst,red( eB)

∣∣ det
(
F̃ ′

eB,s(x, y)
)∣∣βϕ

(
F̃ eB,s(x, y)

)
χ eE eB,s

(x, y),

where χ eE eB,s

is the characteristic function of Ẽ eB,s. Note that the set Ẽ eB,s, the

domain of definition of F̃ eB,s, in general is not open. A priori, it is not even clear
whether E eB,s is dense in itself. To avoid any problems with well-definedness,

the derivative of F̃ eB,s shall be defined as the restriction to Ẽ eB,s of the derivative

of F eB : F̃ (D̃s) → D̃s, (x, y) 7→ (gx, gy). Moreover, the maps F̃ eB,s and F̃ ′
eB,s are

extended arbitrarily on D̃strẼ eB,s.

Let β ∈ C and consider the map

τ2,β :

{
Γ × Fct(D̃st,C) → Fct(D̃st,C)

(g, ϕ) 7→ τ2,β(g)ϕ

where
τ2,β(g

−1)ϕ(x, y) := |g′(x)|β |g′(y)|βϕ(gx, gy).

Since

τ2,β(h
−1)τ2,β(g

−1)ϕ(x, y) = |h′(x)|β |h′(y)|βτ2,β(g−1)ϕ(hx, hy)

= |h′(x)|β |h′(y)|β |g′(hx)|β |g′(hy)|βϕ(ghx, ghy)

= |(gh)′(x)|β |(gh)′(y)|βϕ(ghx, ghy)

= τ2,β
(
(gh)−1

)
ϕ(x, y)

and
τ2,β(id)ϕ = ϕ,

the map τ2,β is an action of Γ on Fct(D̃st,C). For s = (B̃′, g) ∈ Σst,red(B̃),

B̃ ∈ B̃S,T and (x, y) ∈ Ẽ eB,s we have

∣∣ det
(
F̃ ′

eB,s(x, y)
)∣∣β = |g′(x)|β |g′(y)|β .

Therefore, the transfer operator becomes

Lβϕ =
∑

eB∈eBS,T

∑

( eB′,g)∈Σst,red( eB)

χ eE eB,( eB′,g)
· τ2,β(g−1)ϕ.

Suppose now that the sets Ired(B̃), B̃ ∈ B̃S,T, are pairwise disjoint so that the
map Fst from Sec. 6.8.3 is a generating function for the future part of (Λst,red, σ).
Its local inverses are

F eB,s :=

(
Fst|Dst,s

(
eB
)
)−1

:

{
Fst

(
Dst,s

(
B̃
))

→ Dst,s

(
B̃
)

x 7→ gx
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for s = (B̃′, g) ∈ Σst,red(B̃), B̃ ∈ B̃S,T. If we set

E eB,s := Fst

(
Dst,s

(
B̃
))
,

then the transfer operator with parameter β associated to Fst is the map

Lβ : Fct(DSst,C) → Fct(DSst,C)

given by

(Lβϕ) (x) :=
∑

eB∈eBS,T

∑

s∈Σst,red( eB)

∣∣F ′
eB,s
∣∣βϕ
(
F eB,s(x)

)
χE eB,s

(x).

As above we see that the map

τβ :

{
Γ × Fct(DSst,C) → Fct(DSst,C)

(g, ϕ) 7→ τβ(g)ϕ

with
τβ(g

−1)ϕ(x) = |g′(x)|βϕ(gx)

is a left action of Γ on Fct(DSst,C). Then

Lβϕ =
∑

eB∈eBS,T

∑

( eB′,g)∈Σst,red( eB)

χE eB,( eB′,g)
τβ(g

−1)ϕ.

Note that for g =
(
a b
c d

)
we have g′(x) = (cx + d)−2. Hence, the expression for

Lβ has a very simple structure. It seems reasonable to expect that this fact and
the similarity of τβ with principal series representation will allow and simplify
a unified investigation of properties of Lβ.

Example 7.0.25. Recall from Example 6.8.23 the symbolic dynamics (Λst, σ)
which we constructed for the Hecke triangle group Gn. The generating function
for the future part of (Λst, σ) is given by Fst : DSst → DSst,

Fst|Dst,gx := g−1x for g ∈
{
UknS

∣∣ k = 1, . . . , n− 1
}
.,

where DSst = R+rQ and

Dst,g = (g0, g∞)rQ.

As in Example 6.8.23, we omit the (only) cell B̃ in SH from the notation. Then

Fst

(
Dst,g

)
= DSst

for each g ∈
{
UknS

∣∣ k = 1, . . . , n − 1
}
. Hence, the transfer operator with

parameter β of Fst is Lβ : Fct(DSst,C) → Fct(DSst,C),

Lβ =

n−1∑

k=1

τβ
(
(UknS)−1

)
.
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8. The modular surface

The Hecke triangle group G3 is the modular group PSL(2,Z). Set

g1 := U1
3S = T3 =

(
1 1
0 1

)
and g2 := U2

3S = T3ST3 =

(
1 0
1 1

)
.

With the basal family A of precells in H, the set S of choices associated to A
and the shift map T ≡ id as in Example 6.7.22, we get

DSst = R+rQ, Dst,g1 = (1,∞)rQ and Dst,g2 = (0, 1)rQ.

Example 6.8.23 shows that the generating function for the future part of the
associated symbolic dynamics (Λst, σ) is given by F : DSst → DSst,

F |Dst,g1
= g−1

1 : x 7→ x− 1

F |Dst,g2
= g−1

2 : x 7→ x

−x+ 1
=

1
1
x − 1

.

This map and the symbolic dynamics are intimately related to the Farey map
and the slow continued fraction algorithm (see [Ric81]). The transfer operator
of F with parameter β is given by

Lβ = τβ
((

1 −1
0 1

))
+ τβ

((
1 0
−1 1

))
,

as shown in Example 7.0.25. The eigenfunctions of Lβ for eigenvalue 1 are the
solutions of the functional equation

f(x) = f(x+ 1) + (x+ 1)−2βf
(

x
1+x

)
. (8.1)

Note that x+ 1 is positive for each x ∈ DSst, hence
(
(x+ 1)−2

)β
= (x+ 1)−2β .

Obviously, this functional equation can analytically be extended to R+ by the
same formula. In [LZ01], Lewis and Zagier showed that the vector space of its
real-analytic solutions of a certain decay is isomorphic to the vector space of
Maass cusp forms for PSL(2,Z) with eigenvalue β(1 − β).

Originally, a connection between the geodesic flow on the modular surface
PSL(2,Z)\H and the functional equation (8.1) was established by the symbolic
dynamics for this flow in [Ser85]. The generating function for the future part of
this symbolic dynamics is the Gauß map. In [May91], Mayer investigated the
transfer operator of the Gauß map. The space of its real-analytic eigenfunctions
of certain decay with eigenvalue ±1 is isomorphic to the subspace of solutions
of (8.1) which are needed in the Lewis-Zagier correspondence.
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8. The modular surface

8.1. The normalized symbolic dynamics

The coding sequences of the symbolic dynamics (Λ, σ) are bi-infinite sequences
of g1’s and g2’s. We call a coding sequence (an)n∈Z ∈ Λ normalized if a−1 = g1
and a0 = g2, or vice versa. In other words, (an)n∈Z is reduced if a−1 and a0 are
different labels. For the corresponding geodesic γ this is equivalent to γ(∞) > 1
and −1 < γ(−∞) < 0, or 0 < γ(∞) < 1 and γ(−∞) < −1. We call geodesics
with this property normalized. One easily proves the following lemma.

Lemma 8.1.1. Each coding sequence in Λ is shift-equivalent to a normalized
one. More precisely, for each λ ∈ Λ there exists n ∈ N0 such that σn(λ) is
normalized.

Let Λn denote the set of normalized coding sequences and ĈSst,n the subset of

ĈSst corresponding to Λn. Lemma 8.1.1 implies that ĈSst,n is a strong cross
section. Since there are only the two labels g1, g2, we can compactify (loss-
free) the information contained in normalized coding sequences by counting the
numbers of successive appearences of g1’s and g2’s and store only these numbers
together with an element w in Z2 telling whether a0 = g1 (then w = 0) or
a0 = g2 (then w = 1). Let Λ̂n ⊆ NZ × Z2 denote these “condensed” coding
sequence and let γλ be the geodesic corresponding to λ ∈ Λ̂n.

For a sequence (Aj)j∈N0 of matrices in PSL(2,R) and z ∈ H
g

define

∞∏

j=0

Aj · z := lim
n→∞




n∏

j=0

Aj · z


 .

Further, let [a0, a1, a2, . . .] denote the continued fraction

a0 +
1

a1 + 1
a2+···

and set gn := gnmod 2.

Lemma 8.1.2. Let λ := ((nj)j∈Z, w) ∈ Λ̂n. If w = 0, then

γλ(∞) =

∞∏

j=0

g
nj

j+1 · ∞ = [n0, n1, n2, . . .],

γλ(−∞) =

∞∏

j=1

g
−n−j

j+1 · ∞ = − 1

[n−1, n−2, . . .]
.

If w = 1, then

γλ(∞) =

∞∏

j=0

g
nj

j · ∞ =
1

[n0, n1, n2, . . .]
,

γλ(−∞) =

∞∏

j=1

g
−n−j

j · ∞ = −[n−1, n−2, . . .].
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8.2. The work of Series

Proof. The statements are easily proved by induction.

The theory of continued fractions shows that Λ̂n = NZ×Z2. Define σn : Λ̂n → Λ̂n
by

σn
(
(an)n∈Z, w

)
:=
(
σ((an)n∈Z), w + 1

)
.

Note that D̃Sst = R+rQ × R−rQ. Let in : Λ̂n → D̃Sst be given by

in(λ) :=
(
γλ(∞), γλ(−∞)

)
.

Further set F̃st,n : D̃Sst → D̃Sst

F̃st,n(x, y) :=

{(
g−n1 x, g−n1 y

)
for n < x < n+ 1, n ∈ N(

g−n2 x, g−n2 y
)

for 1
n+1 < x < 1

n , n ∈ N.

Then the diagram

ĈSst,n
R // ĈSst,n

Λ̂n
σn //

Cod

OO

in
��

Λ̂n

Cod

OO

in
��

D̃Sst

eFst,n // D̃Sst

commutes (and all horizontal maps are bijections).

8.2. The work of Series

We now show the relation of the symbolic dynamics and the cross section from
Sec. 8.1 to those in [Ser85]. For simplicity, we restrict Series’ work to geodesics
that do not vanish into the cusp in either direction. This means that we restrict
her symbolic dynamics to bi-infinite coding sequences and her cross section to
the maximal strong cross section contained in it. Then her cross section is also
ĈSst,n and the symbolic dynamics is identical to (Λ̂n, σn), but she gives the

“interpretation map” iS : Λ̂n → R × R,

iS
(
(nj)j∈Z, w

)
:=





(
[n0, n1, . . .],− 1

[n−1,n−2,...]

)
if w = 0(

−[n0, n1, . . .],
1

[n−1,n−2,...]

)
if w = 1.

If g : D̃Sst → R × R is given by

g(x1, x2) :=

{
(x1, x2) if x1 > 1

S · (x1, x2) = (− 1
x1
,− 1

x2
) if 0 < x1 < 1,

then
g ◦ in = iS .
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8. The modular surface

The relation between in and iS can also be seen on the level of the construction
of the coding sequences. Let

CS′
0 := π−1

(
Cod

(
Λ̂n ∩ (NZ × {0})

))

and
CS′

1 := π−1
(
Cod

(
Λ̂n ∩ (NZ × {1})

))
.

Our coding sequences, the discrete dynamical system (F̃st,n, D̃Sst) and the map
in are constructed with respect to the set of representatives

CS′
st,n := π−1(ĈSst,n) ∩ CS′ = CS′

0 ∩CS′
1

for ĈSst,n. Recall that CS′ equals the set of unit tangent vectors based on the
imaginary axis and pointing into {z ∈ H | Re z > 0}. Series uses the same
method but CS′

0 ∪S · CS′
1 as set of representatives.
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Index of Notations

[a, b] geodesic segment in H or interval in R, p. 87, see also [·, ·]
below

[a, b) geodesic segment in H or interval in R, p. 87

(a, b] geodesic segment in H or interval in R, p. 87

(a, b) geodesic segment in H or interval in R, p. 87

〈a, b〉 interval in R spanned by a and b, p. 107, see also 〈·, ·〉 below

(a, b)+ the interval (min(a, b),max(a, b)) in R, p. 172

(a, b)− the subset (max(a, b),∞] ∪ (−∞,min(a, b)) of ∂gH, p. 172

(b,∞] the set (b,∞) ∪ {∞} in ∂gH, p. 172

〈·, ·〉 inner product, p. 9, see also 〈a, b〉 above

[·, ·] Lie bracket, see also [a, b] above

〈·, ·〉w− Riemannian metric on B, p. 19

(·, ·, ·)h H-coordinates, p. 29

〈S〉 subgroup of G generated by S ⊆ G, p. 40

( · )⊥ orthogonal complement

U closure of U , p. 8, 87

cl(U) closure of U , p. 8, 87

∂U boundary of U , p. 8, 87

U◦ interior of U , p. 8, 87

V
g

closure of the subset V of H
g

in H
g
, p. 87

clHg V closure of the subset V of H
g

in H
g
, p. 87

∂gV geodesic boundary of the subset V of H, ∂gV = V
g ∩ ∂gH,

p. 87

intR(W ) interior of the subset W of R in R, p. 87

∂RW boundary of the subset W of R in R, p. 87
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Index of Notations

intg(X) interior of the subset X of ∂gH in ∂gH, p. 87

ArB complement of the set B in the set A, p. 8, 87

Γ\A, A/Γ set of equivalence classes of the action of Γ on A, p. 8, 87

ζ conjugate of ζ, p. 14

ζ−1 inverse of ζ, p. 18

·v multiplication on C induced by v ∈ V r{0}, p. 44

z∗ z⊤, p. 53

A connected, simply connected Lie group with Lie algebra a,
p. 22

A+ the set A ∪ {a0}, p. 29

at the element (t, 0, 0) of A, p. 22

a0 a special element in A+, p. 29

a one-dimensional Euclidean Lie algebra, p. 15

A precell in H, p. 124

A basal family of precells in H, p. 131

Ã precell in SH, p. 153

Ã basal family of precells in SH, p. 156

α(v) angle at v inside K, p. 113

B the ball model for rank one Riemannian symmetric space of
noncompact type, p. 17

Br(z) the open Euclidean ball with radius r and center z, p. 95

B cell in H, p. 143

B family of cells in H assigned to a basal family A of precells in
H, p. 143

B̃ cell in SH, p. 160

B̃S family of cells in SH associated to A and S, p. 160

B̃S,T family of cells in SH associated to A, S and T, p. 166

b(B̃) the set pr(B̃) ∩ ∂ pr(B̃), p. 162

218



Index of Notations

bd(B) ∂gB, p. 149

bd(B) the set
⋃{

g · bd(B)
∣∣ g ∈ Γ,B ∈ B

}
, p. 149

bd see bd(B), p. 152

BS(B) the set
⋃{

gS
∣∣ g ∈ Γ, S ∈ Sides(B)

}
, p. 149

BS see BS(B), p. 152

B̂S the set π(BS), p. 152

β map H
g → D

g
, p. 60

β1 map C × C → C, p. 45

β2 map V × V → C, p. 20

β3 map W ×W → C, p. 49

C the set of complex numbers

C a Euclidean vector space, p. 12

C Cayley transform, p. 19

(C, V, J) C-module structure, p. 12

(C, V, e, J) C-module structure with distinguished vector e of unit length,
p. 13

Cv the set {ζv | ζ ∈ C} for v ∈ V , p. 13

Cw the set {w′ ∈Wr{0} | w′ ∼ w} ∪ {0} for w ∈Wr{0}, p. 18

c(g) map Γ → R, p. 93

c map Γ∞\(ΓrΓ∞) → R+, p. 94

c̃ map IS → R+, p. 94

CS the set of unit tangent vectors in SH that are based on BS
but not tangent to BS, p. 152

ĈS (candidate for) cross section of Φ̂, the set π(CS), p. 89, 152

ĈSst the maximal strong cross section contained in ĈS, p. 180

CS′ set of representatives for cross section, p. 90

CS′(B̃) the set of unit tangent vectors in B̃ that are based on b(B̃) but
do not point along ∂ pr(B̃), p. 162

CS′(B̃S,T

)
the set

⋃{
CS′(B̃)

∣∣ B̃ ∈ B̃S,T

}
, p. 166
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Index of Notations

ĈS
(
B̃S,T

)
the set π

(
CS′(B̃S,T)

)
, p. 166

ĈSs the set
{
v̂ ∈ ĈS

∣∣ v̂ is labeled with s
}
, p. 183

CSs π−1
(
ĈSs

)
, p. 183

CSst π−1(ĈSst), p. 185

CS′
st

(
B̃S,T

)
CSst ∩CS′ (B̃S,T

)
, p. 185

CS′
red

(
B̃
)

a certain subset of CS′(B̃
)
, p. 189

CS′
red

(
B̃S,T

) ⋃
eB∈eBS,T

CS′
red

(
B̃
)
, p. 189

ĈSred

(
B̃S,T

)
π
(
CS′

red

(
B̃S,T

))
, p. 189

CSred

(
B̃S,T

)
π−1

(
ĈSred

(
B̃S,T

))
, p. 189

CS′
st,red

(
B̃
)

CS′
red

(
B̃
)
∩ CSst, p. 189

CS′
st,red

(
B̃S,T

)
CS′

red

(
B̃S,T

)
∩ CSst, p. 189

CSst,red

(
B̃S,T

)
CSred

(
B̃S,T

)
∩ CSst, p. 189

ĈSst,red

(
B̃S,T

)
ĈSred

(
B̃S,T

)
∩ ĈSst, p. 189

ĈSred,s

(
B̃S,T

)
the set

{
v̂ ∈ ĈSred

(
B̃S,T

) ∣∣ v̂ is labeled with s
}
, p. 194

CSred,s

(
B̃S,T

)
π−1

(
ĈSred

(
B̃S,T

))
, p. 194

Cod the map
(
Seq |cCSst

)−1
, p. 187

Codred the map
(
Seqred |cCSst,red(eBS,T)

)−1
, p. 195

D a model for rank one Riemannian symmetric space of noncom-
pact type, p. 15

D
g

geodesic compactification of D, p. 23

dH Riemannian metric on H, p. 85

Ds

(
B̃
)

Ired
(
B̃
)
∩ gIred

(
B̃′), p. 196

Dε

(
B̃
)

Ired
(
B̃
)
r
⋃{

Ds

(
B̃
) ∣∣ s ∈ Σred

(
B̃
)
r{ε}

}
, p. 196

D̃S the set
⋃

eB∈eBS,T
Ired
(
B̃
)
× J

(
B̃
)
, p. 197

D̃s

(
B̃
)

Ds

(
B̃
)
× J

(
B̃
)
, p. 197
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Dst,s

(
B̃
)

Ds

(
B̃
)
rbd, p. 201

D̃st,s

(
B̃
)

Dst,s

(
B̃
)
×
(
J
(
B̃
)
rbd

)
, p. 201

D̃Sst
⋃

eB∈eBS,T

(
Ired
(
B̃
)
rbd

)
×
(
J
(
B̃
)
rbd

)
, p. 201

DS
⋃

eB∈eBS,T
Ired
(
B̃
)
, p. 201

DSst
⋃

eB∈eBS,T
Ired
(
B̃
)
rbd, p. 202

E the Euclidean direct sum C ⊕W = C ⊕ C ⊕ V , p. 46

E−(Φ) Φ-negative vectors, p. 47

E0(Φ) Φ-zero vectors, p. 47

E+(Φ) Φ-positive vectors, p. 47

Endvs(v) the group and vector space of endomorphisms of the vector
space v, p. 9

E the set of unit tangent vectors to the geodesics in NIC, p. 180

ext I exterior of the isometric sphere I, p. 32, 92

F(r) the set F∞(r) ∩ K, a fundamental region or domain for Γ in
D or H, p. 41, 99

F∞(r) fundamental region or domain (r, r+λ)+ iR+ for Γ∞ in D or
H, r ∈ R, p. 41, 97

F̃ fundamental set for Γ in SH satisfying (6.7), p. 154

F̃ a certain map D̃S → D̃S, p. 198

F̃bk a certain map D̃S → D̃S, p. 200

F̃st a certain map D̃Sst → D̃Sst, p. 201

F a certain map DS → DS, p. 202

Fst a certain map DSst → DSst, p. 202

Fct(M,N) space of function from M to N , p. 206

Φ geodesic flow on H, p. 85

Φ̂ geodesic flow on Y , p. 86

ϕH map Gres → PU(Ψ2, C), p. 66
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G full isometry group of D, p. 22

G∞ stabilizer subgroup of G of ∞, p. 23

Gres NσM resAN , p. 66

Γ subgroup of G, p. 39, 85

Γ∞ stabilizer subgroup of Γ of ∞; Γ∞ = {g ∈ Γ | g∞ = ∞},
p. 39, 92

GLC(E) the group of all C-linear invertible maps E → E, p. 48

γv geodesic on H determined by v ∈ SH, p. 85

γ̂ geodesic on Y , p. 89

H the set of Hamiltonian numbers

H set of representatives for PC
(
E−(Ψ2)

)
, p. 59, or upper half

plane, p. 85

H
g

geodesic compactification of H, p. 60, 85

∂gH geodesic boundary of H, p. 71, 85

Hz the set {ht(gz) | g ∈ ΓrΓ∞}, z ∈ H, p. 95

ht(z) the height of z, p. 29

htH height function on H, p. 67

I(g) isometric sphere of g, p. 32, 92

int I interior of the isometric sphere I, p. 32, 92

IS set of all isometric spheres, p. 93

i the interpretation map Λst,red → DSst, p. 203

I(B̃) an interval in R assigned to the cell B̃ in SH, p. 170

Ired(B̃) a certain subset of I(B̃), p. 188

id identity map

Im ζ imaginary part of ζ, p. 14

iH section of πH , p. 65
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i
(1)
H π(1) ◦ iH , p. 68

J the map z → Endvs(v), p. 10, or the map C × V → V , p. 12

JZX J(Z)X, p. 12

Jz the set {JZ | Z ∈ z}, p 12

Jζv J(ζ, v), p. 13

J∗
ζ adjoint of Jζ , p. 18

j cocycle, p. 68

J(B̃) an interval in R assigned to the cell B̃ in SH, p. 170

jΨj
the map PU(Ψj, C) → G, p. 59, 62

K stabilizer group of the base point o in G, p. 22

K K =
⋂
I∈IS ext I, the common part of the exteriors of all iso-

metric spheres, p. 98

k1(A), k2(A) the elements in ΓrΓ∞ assigned to the non-cuspidal precell A
by Prop. 6.2.24, p. 138

κ map D
gr{∞} → R ×N , p. 31

L(Γ) limit set of Γ, p. 71

λ a map U(Ψ1, C) → U(Ψ2, C), p. 61

Λ set of geometric coding sequences, p. 185

Λσ a subset of Λ, p. 185

Λst set of two-sided infinite geometric coding sequences, p. 185

Λst,red set of two-sided infinite reduced coding sequences, p. 195

Λred set of reduced coding sequences, p. 195

Λred,σ a subset of Λred, p. 195

l
(
B̃S,T

)
, lj
(
B̃S,T

)
see p. 190

L transfer operator, p. 205

Lβ transfer operator with parameter β, p. 206, 207
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M ZK(A), the centralizer of A in K, p. 22

M res {(ϕ,ψ) ∈M | ϕ = id}, p. 66

N the set of natural numbers, without 0

N0 N ∪ {0}

N connected, simply connected Lie group with Lie algebra n,
p. 22

n(Z,X) the element (1, Z,X) of N , p. 22

n H-type algebra, p. 10

NC(B) the set of geodesics on Y which have a representative on H
both endpoints of which are contained in bd(B), p. 149

NC(B) the set
⋃{NC(B) | B ∈ B}, p. 149

NC see NC(B), p. 152

NIC the set of geodesics on Y of which at least one endpoint is
contained in π(bd), p. 152

n(B̃, S) see p. 173

o base point of D, p. 17

Ω(Γ) ordinary set of Γ, p. 71

p group norm on R ×N , p. 30

π projection map Er{0} → PC(E), p. 48, or projection map
H → Y or SH → SY or H

g → Γ\Hg
, p. 86

πB τB ◦ π, p. 53

πH τH ◦ π, p. 60

π(1) projection map E → E/Z1(C), p. 68

π
(1)
H τH ◦ π ◦

(
π(1)

)−1
, p. 68

PC(E) C-projective space of E, p. 47

Ψj specific non-degenerate, indefiniteC-sesquilinear hermitian forms
on E, p. 50
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PU(Ψj , C) the quotient group U(Ψj , C)/Z(Ψj , C), p. 59, 61

pr canonical projection SH → H or SY → Y on base points,
p. 89

pr∞ geodesic projection from ∞ to ∂gH, p. 107

p(B̃, S) see p. 173

PSL(2,R) the quotient group SL(2,R)/{± id}, p. 85

PSL(2,Z) the quotient group SL(2,Z)/{± id}

Q the set of rational numbers

q Heisenberg group norm, p. 30

qj quadratic form associated to Ψj, p. 50

R the set of real numbers

R+ the set of positive real numbers

R+
0 the set of non-negative real numbers

R− the set of negative real numbers

R two-point compactification R ∪ {±∞} of R, p. 86

R first return map of Φ̂ w. r. t. a cross section, p. 89

R(g) radius of isometric sphere, p. 32

Rel set of all relevant isometric spheres, p. 107

Re ζ real part of ζ, p. 14

̺ Cygan metric, p. 31

̺H Cygan metric on H, p. 68

˜̺ Riemannian metric on B, p. 51

S the set R+ × z × v, parameter space for exp(s), p. 16

s the Euclidean direct sum Lie algebra a ⊕ n = a ⊕ z ⊕ v, p. 16

SH unit tangent bundle of H, p. 85

SY unit tangent bundle of Y , p. 86
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SL(2,R) the group of 2 × 2 real matrices with determinant one

SL(2,Z) the subgroup of SL(2,R) of 2×2 integral matrices with deter-
minant one

Sides(B) set of sides of the cell B in H, p. 149

Sides(B) set of the sides of all cells in B, p. 149

Sides(B̃) set of the sides of pr(B̃), p. 181

S set of choices associated to A, p. 160

Seq map ĈS → Λ, p. 185

Seqred map ĈSred

(
B̃S,T

)
→ Λred, p. 195

σ geodesic inversion of D at o, p. 17, or left shift, p. 90

Σ set of labels, p. 182

Σall set of all finite and one- or two-sided infinite sequences in Σ,
p. 185

Σall
red set of all finite and one- or two-sided infinite sequences in Σred,

p. 195

Σred set of labels of ĈSred(B̃S,T), p. 194

Σred

(
B̃
) {

s ∈ Σred

∣∣ ∃ v ∈ CS′
red

(
B̃
)
: v is labeled with s

}
, p. 196

Σst,red Σredr{ε}, p. 201

Σst,red

(
B̃
)

Σred

(
B̃
)
r{ε}, p. 201

T a specific map E → E, p. 61

TwB tangent space to B at w ∈ B, identified with W , p. 19

T shift map for B̃S, p. 166

tλ generator tλ =
(

1 λ
0 1

)
of Γ∞ with λ > 0, p. 92

τ map ĈS → ∂gH × ∂gH, τ(v̂) = (γv(∞), γv(−∞)) where v =
(π|CS′)−1(v̂), p. 90

τB map PC
(
E−(Ψ1)

)
→ B, p. 51

τH map PC
(
E−(Ψ2)

)
→ H

g
, p. 60

τ2,β a certain action of Γ on Fct(D̃st,C), p. 206

τβ a certain action of Γ on Fct(Dst,C), p. 207
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Θ bijection of R × z × v, p. 16

U(Φ, C) group of the elements in GLC(E) which preserve Φ, p. 48

V a Euclidean vector space, p. 12

v a certain subspace of n, p. 10

vb(Ã) visual boundary of Ã, p. 153

vc(Ã) visual closure of Ã, p. 153

W the Euclidean direct sum C ⊕ V , p. 17, 46

X an element of v, p. 10

Y Γ\H, p. 85

Υ bijection Γ∞\(ΓrΓ∞) → IS, p. 93

Z the set of integers

Z2 the Galois field with 2 elements, Z2 = {0, 1}

Z an element of z, p. 10

z a certain subspace of n, p. 10

(z, v, J) H-type algebra with fixed ordered decomposition, p. 11

Z(g) center of the Lie algebra g, p. 10

Z(C) center of C, p. 57

Z(Ψj, C) center of U(Ψj , C), p. 57, 61
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C-module structure, 12

J2-condition, 13
degenerate, 12

non-degenerate, 12
C-projective space, 47

C-sesquilinear hermitian form, 45
indefinite, 45
non-degenerate, 45

H-type algebra, 10
J2-condition, 12

degenerate, 10
non-degenerate, 10

H-type algebras
isomorphism, 11

J2-condition
for an C-module structure, 13
for an H-type algebra, 12

J2C-module, 13
J2C-module structure, 13

associative, 44
non-associative, 44

Φ-negative vector, 47
Φ-positive vector, 47

Φ-zero vector, 47
A-cell in H, 143
(C1), 89

(C2), 89
(A1), 95

(A2), 124

action of PSL(2,R) on H, 85

adjacent infinite vertex, 123
alphabet, 180
arithmetic coding, 2

basal family of precells in H, 131
connected, 131

basal family of precells in SH, 156
connected, 156

base point of D, 17

boundary interval of K, 123
Bruhat decomposition, 22

canonical projection map, 86
canonical projection on base points,

89
Cauchy-Schwarz Theorem, 27
Cayley transform, 19
cell in H, 143
cell in SH, 160
closed fundamental domain, 130
closed fundamental region, 130
coding

arithmetic, 2
geometric, 2

coding sequence, 90
geometric, 183
reduced, 194

compact factor, 7
complete geodesic segment, 86
condition (C1), 89
condition (C2), 89
condition (A1), 95
condition (A2), 124
conjugate, 14
convex fundamental polyhedron, 110

exact, 110
convex polyhedron, 109

geometrically finite, 110
infinite vertex, 116

cross section, 89
w. r. t. µ, 89
set of representatives for, 90
strong, 89
weak, 89

cusp, 86
of Γ, 86

of Y , 86
cuspidal point of Γ, 86
cuspidal precell, 124
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cycle in A × Γ, 141

determined by (A, hA), 141

equivalent, 156
generator of equivalence class, 156

Cygan metric, 31

de Rham decomposition, 7

degenerate

C-module structure, 12

H-type algebra, 10
discontinuity set, 71

discrete in time, 89

empty word, 180

endpoints, 86

equivalence
on Er{0}, 47

equivalence relation

on W , 18

essentially disjoint union, 107
Euclidean Lie algebra, 9

Euclidean vector space, 9

exact convex fundamental polyhedron,
110

exterior of isometric sphere, 32, 92

family of basal precells in H, 131
connected, 131

family of basal precells in SH, 156

connected, 156

family of cells in H assigned to A,
143

family of cells in SH associated to
A and S, 160

family of cells in SH associated to
A, S and T, 166

first return map, 89

first return time, 89, 168

flat factor, 7

fundamental domain, 40
closed, 130

locally finite, 110

fundamental polyhedron
convex, 110

convex exact, 110

fundamental region, 40

closed, 130

locally finite, 110

generating function for the future part,
90, 203

generator of equivalence class of cy-
cle in A × Γ, 156

geodesic arc, 86
endpoints, 86

geodesic boundary, 85
geodesic compactification, 23, 85

of D, 23
geodesic flow, 85

on H, 85
on Y , 86

geodesic on H, 85
determined by v ∈ SH, 85

geodesic on Y , 86
intersects ĈS in t, 89
intersects ĈS infinitely often in

future, 89
intersects ĈS infinitely often in

past, 89
geodesic projection from ∞, 107
geodesic segment, 86

complete, 86
endpoints, 86
non-trivial, 86

geometric coding, 2
geometric coding sequence, 183
geometrically finite convex polyhe-

dron, 110
geometrically finite group, 114
group norm, 29

H-coordinates, 29
height, 29
Heisenberg group norm, 30
horosphere, 29
horospherical coordinates, 29

imaginary part, 14
infinite vertex

adjacent, 123
infinite vertex of K, 107

one-sided, 107
two-sided, 107

infinite vertex of convex polyhedron,
116
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inner intersection, 189
inner vertex of K, 107
interior of isometric sphere, 32, 92
intersects, 89, 168
intersects infinitely often in future,

89, 168
intersects infinitely often in past, 89,

168
isometric sphere, 32, 92

contributes to ∂F(r), 110
relevant, 103
relevant part, 103
set of all relevant -s, 107
summit, 123
radius, 32

isomorphism
Lewis-Zagier, 1
of C-module structures, 13
of H-type algebras, 11

label, 180
labeling, 180
left shift, 90
Lewis-Zagier isomorphism, 1
Lie algebra

H-type algebra, 10
Euclidean, 9

limit set, 71
locally finite, 92

fundamental domain, 110
fundamental region, 110

locally symmetric good orbifold of
rank one, 3, 85

next point of intersection, 168
non-cuspidal precell, 124
non-degenerate

C-module structure, 12
H-type algebra, 10

non-trivial geodesic segment, 86
non-vertical side, 107
noncompact factor, 7
noncompact type, 7

one-sided infinite vertex of K, 107
orbifold

locally symmetric good of rank
one, 3, 85

ordered decomposition, 10
ordinary set, 71
orthonormal C-basis, 46

parabolic element, 86
point along the boundary, 153
point into, 153
point out of, 153
polyhedron, 109

convex, 109
geometrically finite convex, 110

precell, 124
cuspidal, 124
in H, 124
in SH attached to v, 153
in SH corresponding to A, 153
non-cuspidal, 124
strip, 124

previous point of intersection, 168
projection map, 86
projection on base points, 89
properly discontinuous action, 71
properly discontinuous group, 71

quadratic form, 47

radius of isometric sphere, 32
rank, 7
real part, 14
reduced coding sequence, 194
relevant isometric sphere, 103
relevant part of an isometric sphere,

103
Riemannian manifold

homogeneous, 7
Riemannian metric on H, 85
Riemannian orbifold, 85
Riemannian symmetric space, 7

of noncompact type, 7
rank, 7

sequence of intersection times, 183,
194

set of all relevant isometric spheres,
107

set of choices associated to A, 160
set of representatives for cross sec-

tion, 90
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shift map for B̃S, 166
side, 107

non-vertical, 107
vertical, 107

side-pairing, 116
strip precell, 124
strong cross section, 89
summit of an isometric sphere, 123
symbolic dynamics, 90

generating function for the fu-
ture part of, 90

symmetric space, 7

tesselation, 134
totally geodesic suborbifold, 89
touch, 86
transfer operator, 205

with parameter β, 206, 207
two-sided infinite vertex of K, 107
type (F), 40
type (O), 40

unit tangent bundle, 85, 86
upper half plane, 85

vector
Φ-negative, 47
Φ-positive, 47
Φ-zero, 47

vector space
Euclidean, 9

vertex
infinite adjacent, 123

vertex of K, 107
infinite, 107
inner, 107
one-sided infinite, 107
two-sided infinite, 107

vertical side, 107
visual boundary, 154
visual closure, 154

weak cross section, 89
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